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Abstract— Predicting financial markets remains a critical 

yet challenging task due to their complex and dynamic nature. 

This paper introduces a novel approach that combines Elliott 

Wave Theory (EWT) with Long Short-Term Memory (LSTM) 

networks to enhance the accuracy and reliability of financial 

market predictions. Elliott Wave Theory, which hypothesizes 

that market prices unfold in recognizable patterns driven by 

investor psychology, is integrated with LSTMs to effectively 

capture temporal dependencies in price movements. Our 

methodology comprises four key components: data gathering, 

preprocessing, model training, and performance simulation. 

Historical price data for stocks and cryptocurrencies is 

procured using established financial data APIs and 

preprocessed to encode wave patterns into a format suitable for 

LSTM processing. The LSTM model is trained on this data, 

focusing on recognizing and predicting future price movements 

based on identified wave patterns. The model's effectiveness is 

validated through a 15-day trading simulation, which netted a 

2.2% gain, demonstrating its potential to outperform traditional 

predictive models. This paper not only underscores the 

feasibility of automating wave pattern recognition but also 

highlights the advantages of hybrid models in financial 

forecasting. 

Keywords— Elliott Wave Theory, Long Short-Term Memory 

(LSTM), Financial Market Prediction, Machine Learning, 

Feature Engineering, Financial Data Analysis, Stock Market 

Simulation, Cryptocurrency Trading, Automated Trading 

Systems, Temporal Data Analysis, Risk Management, Market 

Volatility. 

I. INTRODUCTION  

Elliott Wave Theory, proposed by Ralph Nelson Elliott in 
the 1930s, posits that market prices unfold in specific patterns, 
referred to as "waves" show in Figure 1. Despite its historical 
significance, the subjective nature of wave identification has 
posed challenges for systematic application. This research 
aims to address these challenges by automating wave pattern 
recognition using advanced machine learning techniques, 
thereby enhancing the reliability and objectivity of predictions 
[1]. 

To achieve this, we developed a comprehensive 
framework comprising four main components: data gathering, 
data preprocessing, model training, and simulation of trading 
performance. Our data gathering module utilizes APIs from 
financial data platforms like Yahoo Finance and CCXT to 
fetch historical stock and cryptocurrency data. 

 

Figure 1 Theoretical model of waves in an up-trend [1] 

The preprocessing stage involves cleaning the data and 
engineering features that are indicative of market behaviors, 
aligning with principles from EWT. Notably, we implement a 
feature encoding scheme for different wave types identified in 
the price data, transforming subjective wave classifications 
into quantitative inputs for our LSTM model. 

The core of our approach lies in the LSTM-based 
predictive model, which is trained on historical price data 
labeled with wave patterns. The model aims to capture the 
temporal dependencies and nuances of wave formations, 
predicting future price movements with higher accuracy than 
traditional methods. 

The efficacy of our integrated approach is demonstrated 
through a simulation of trading performance over a 15-day 
period. This not only showcases the practical applications of 
our methodology but also provides a benchmark for its 
predictive capabilities against traditional models. The primary 
objectives were to evaluate the model's predictive accuracy 
and to translate these predictions into actionable trading 
strategies. 

This paper is structured as follows: Section II showcases 
related works, Section III details the data gathering process, 
and describes the data preprocessing and feature engineering 
techniques, as well as discussing the LSTM model 
architecture and training process, and Section IV presents the 
model’s performance and results of our trading simulation. 

II. RELATED WORK 

In the literature, a significant advancement is observed in 
the synthesis of traditional financial theories with 
contemporary computational methods to address complex 
market phenomena and enhance predictive analytics. The 
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integration of Elliott Wave Theory with neural networks and 
other computational tools emerges as a central theme across 
several studies, offering nuanced insights into market 
forecasting. 

A. Hybrid Models and Elliott Wave Theory 

Vantuch et al. [2] and Lakshminarayanan et al. [3] 
demonstrate the integration of Elliott Wave Theory with 
machine learning algorithms, such as neural networks and 
support vector machines. These hybrid models leverage the 
predictive patterns of Elliott Wave Theory, enhanced by the 
robust computational capabilities of machine learning, to 
achieve superior accuracy in market trend predictions. The 
models are tested against historical data, showing significant 
improvements over traditional analytical methods by 
dynamically adapting to new data inputs and market 
conditions. [2] utilize Random Forest and Support Vector 
Machines alongside EWT, emphasizing the application across 
equities and forex markets. These models dynamically adapt 
to new data inputs, significantly enhancing prediction 
accuracy compared to traditional models. However, they 
highlight the challenge of model overfitting and the extensive 
computational resources required for real-time data 
processing. Similarly, Tirea et al. [4] discuss the combination 
of Fundamental and Technical Analysis with Artificial Neural 
Networks. Technical Analysis computes indicators and 
oscillators based on historical stock data to signal buy/sell 
moments, while Fundamental Analysis considers 
macroeconomic factors. The use of Neural Networks helps in 
capturing patterns and relationships from historical data, thus 
aiding in better market trend predictions and optimal buy/sell 
timing. 

B. Pattern Recognition in Financial Markets 

Kotyrba et al. [5] and Vaghela and Gor [6] focus on the 
algorithmic detection of Elliott Wave patterns using 
sophisticated computational techniques, including fractal 
analysis and the Awesome Oscillator. Their approaches 
involve the development of algorithms that automate the 
identification and verification of these patterns in trading 
data, aiming to reduce human error and increase the speed of 
analysis. The limitation of these approaches lies in their 
heavy reliance on vast, high-quality datasets to train the 
models effectively. Future research could explore more 
efficient data augmentation techniques to enhance model 
training without compromising the quality of predictions. 

C. Artificial Market Simulation for Cryptocurrency 

Analysis 

Shimada [7] explores cryptocurrency dynamics through 
an "Artificial Market Simulation Model" that simulates the 
trading behavior of different market agents. This model 
incorporates various agent types, each with distinct 
behavioral algorithms that respond to market conditions 
based on set rules concerning price sensitivity and target price 
adjustments. By simulating a decentralized market 
environment, Shimada provides a comprehensive tool for 
analyzing how collective behaviors influence market trends 
and price fluctuations in the Bitcoin market. The study 
suggests further research into adaptive algorithms that can 
dynamically adjust to sudden market changes in real-time. 

D. Machine Learning in Financial Services 

Erhardt [8] discusses the integration of machine learning 
algorithms into banking processes, highlighting their role in 
enhancing the precision of financial forecasts and optimizing 
operational efficiency. This study reviews various 
applications of machine learning, from risk management to 
customer service enhancements, showcasing the 
transformative potential of these technologies in the financial 
sector. These models are particularly useful in forex and 
banking sectors where precision is crucial. However, the 
latency in processing real-time data poses a significant 
challenge, suggesting a future direction towards more 
streamlined architectures that can operate effectively in live-
market environments. 

E. Empirical Analysis of Market Theories 

Karthikeyan and Chendroyaperumal [9] provide 
empirical evidence on the effectiveness of Elliott Wave 
Theory within the Indian stock market. Their study critically 
assesses the theory’s assumptions and its capacity to predict 
market movements, providing statistical validations and 
highlighting the conditions under which the theory holds. 

F. Comprehensive Systems for Financial Analysis 

Studies like those by Tirea et al. [10] and Qi et al. [11] 
integrate multiple analytical techniques to develop robust 
systems capable of complex financial predictions. These 
systems utilize a combination of neural networks, fuzzy logic, 
and machine learning to process and analyze vast datasets, 
delivering insights that are both deep and scalable across 
different financial markets. They point out the need for 
improved real-time data handling capabilities to enhance the 
responsiveness of such systems. 

G. Event-Driven Predictive Models 

Qi et al. [11] developed an event-driven LSTM model for 
forex price prediction, which significantly outperforms 
traditional methods in terms of entry and exit point 
predictions. This model is applied to forex but has potential 
applications in high-frequency trading across other financial 
sectors. The complexity and computational demands of 
training such deep learning models highlight the ongoing 
need for more efficient computational techniques. 
 

These studies collectively advance the field of financial 
market analysis by demonstrating how hybrid computational 
models and advanced algorithms can be effectively applied 
to enhance market predictions and understand complex 
market dynamics. The continuous development of these 
technologies promises further innovations in trading 
strategies and financial services. 

III. METHODOLOGY 

This section outlines the methods and procedures 
employed to integrate Elliott Wave Theory with Long Short-
Term Memory (LSTM) networks for enhancing financial 
market predictions. 

A. Data Collection 

Stock Data: Retrieved from Yahoo Finance, which offers 
comprehensive historical market data that includes intraday 
price movements and trading volumes. 
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Cryptocurrency Data: Sourced from Coinbase Pro using 
the CCXT library, which is a versatile tool for accessing 
cryptocurrency exchange markets and trading APIs. 

1) Stock Data Collection: 
- Initialization: A designated function, 

fetch_stock_data, automates the process of fetching 
stock data. 

- Time Frame Specification: Data for each stock is 
collected over the last 59 days with 15-minute 
intervals, capturing detailed intraday price 
movements. 

- Data Retrieval: The yfinance library facilitates the 
download of data including opening, high, low, and 
closing prices along with trading volumes for each 
interval. 

- Storage: Data is systematically saved in Excel format, 
allowing for ease of access and manipulation in 
subsequent analyses. 

2) Cryptocurrency Data Collection: 
- Initialization: A similar function, fetch_crypto_data, 

utilizes the ccxt library for retrieving cryptocurrency 
data. 

- Pagination Handling: Iterative data retrieval ensures 
completeness of the dataset over the specified period 
by handling pagination automatically. 

- Timestamp Conversion: Timestamps are converted 
from Unix time to a human-readable format and set as 
the DataFrame index to aid in time series analysis. 

- Storage: Cryptocurrency data is also saved in Excel 
format, with modifications to the file names to 
accommodate standard file naming conventions (e.g., 
replacing slashes found in currency pairs). 

3) List of Financial Instruments Analyzed: 
Equities: Includes a selection of high-profile stocks such 

as Apple Inc., Tesla Inc., and Amazon.com Inc., among 
others. 

Cryptocurrencies: Covers major digital currencies like 
Bitcoin, Ethereum, and Litecoin. 

B. Feature Engineering 

The initial step involves the preprocessing of time-series 
data to ensure it is in a uniform format, focusing primarily on 
the 'close' price of stocks or cryptocurrencies. This data 
serves as the basis for identifying significant points in the 
price movement, known as peaks and troughs, which are 
crucial for recognizing Elliott Wave patterns. 

Algorithm 1: Feature Engineering for Elliott Wave Detection  

  

Algorithm 1. utilizes the find peaks function from a signal 
processing library to identify peaks and troughs based on the 
provided distance and prominence parameters. These 
parameters help in filtering out insignificant price movements 
and noise, focusing only on meaningful features. 

Once the critical points (peaks and troughs) are identified, 
the next step is to detect potential Elliott Wave patterns. This 
involves analyzing sequences of these points to find 
conformations to the Elliott Wave structure. 

Algorithm 2: Detecting Elliott Wave Patterns 

Algorithm 2. iterates through the critical points to 
examine potential Elliott Wave formations. Each valid wave 
pattern must follow a ”peak-trough-peak-trough-peak” 
sequence, which is essential for conforming to the classical 
Elliott Wave theory. 

The third step is the data a where annotation is assigned 
as binary label to each time step, using '1' to indicate that the 
time step is part of an Elliott Wave and '0' for those that are 
not. Additionally, for enhanced granularity, each segment of 
the wave is labeled with specific identifiers for the wave types 
such as '1', '2', '3', '4', '5', 'A', 'B', 'C'. This additional labeling 
provides more detailed information about the wave structure 
to the model. Figure 2 shows an example of a labeled cycle. 

 

Figure 2 Elliot wave pattern identification. 

C. Model Development 

The architecture of the LSTM model is specifically 
designed to capture the sequential dependencies 
characteristic of time-series data like financial markets, 
particularly suited to recognize patterns over time. The 
model's architecture consists of several layers designed to 
optimize learning from time-structured data. 

1: Input: Sorted indices of peaks P and troughs T,  

   combined into sorted array C of critical points 
2: for i = 1 to |C| - 4 do 

3:   Extract sequence [C[i], C[i+1], C[i+2],     
                       C[i+3], C[i+4]] 

4:   if S[C[i]] < S[C[i+1]] ∧ S[C[i+1]] > S[C[i+2]]  

    ∧ S[C[i+2]] < S[C[i+3]] ∧ S[C[i+3]] > S[C[i+4]]  
    then 
5:     Output: Indices [C[i], C[i+4]] of a valid  

               Elliott Wave 
6:   end if 

7: end for 
 

1: Input: Time-series S of asset closing prices  
          S = {s1, s2, ..., sn} 

2: Parameters: 
3:   Distance δ: Minimum number of time steps  

         between consecutive peaks or troughs 
4:   Prominence ρ: Minimum vertical difference  

     between a peak or trough and its surrounding  
     data points 

5: P ← find_peaks(S, δ, ρ) 
6: T ← find_peaks(-S, δ, ρ) 

7: Output: Arrays P and T indicating positions of  
           peaks and troughs, respectively 
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Figure 3 LSTM Model Architecture for Temporal Dependency 

Capture in Financial Market Prediction. 

The model’s architecture is shown in Figure 3. Where the 
Input Layer adapts the input data into the network with the 
appropriate shape. The First LSTM Layer with 64 units is 
designed to return sequences to capture temporal 
dependencies and includes an L1 regularization to prevent 
overfitting. A dropout of 0.2 further ensures robustness. The 
Second LSTM Layer consists of 32 units and prepares the 
data for output without returning sequences. This layer is also 
followed by a dropout layer to prevent overfitting. The 
Output Layer with a single unit produces the final prediction.  

Algorithm 3. shows each step of the training process is 
described in detail: 
 
Algorithm 3: LSTM Network Training Process 

 
Data Normalization scales the feature values to a range 

[0, 1], essential for LSTM processing. Dataset Preparation 
involves transforming the data into sequences of 100-time 
steps and splitting them into training and testing sets. Model 
Compilation uses the Adam optimizer and MSE for loss. 
Model Training includes 30 epochs with batch size 32 and 
applies an exponential decay function for learning rate 
adjustment to fine-tune model weights effectively. Finally, 
Model Evaluation assesses the model’s accuracy and 
performance on unseen data using MSE, MAE, and R². 

IV. TRADING STRATEGY AND RESULTS 

A. Trading strategy 

This section outlines the trading strategy developed to 
evaluate the predictive power of the LSTM model across a 

diversified portfolio of stocks and cryptocurrencies. The 
strategy is meticulously designed to allocate resources 
efficiently and assess the model's performance under varying 
market conditions. 

The investment portfolio is thoughtfully curated to include 
10 distinct assets, comprising seven stocks and three 
cryptocurrencies. This strategic mix aims to diversify risk and 
capture a broad spectrum of market dynamics, mitigating the 
volatility associated with individual asset classes and 
buffering against sector-specific downturns. Each asset in the 
portfolio is allocated an equal share of the total investment 
capital, with $10,000 assigned to each, summing up to a total 
capital deployment of $100,000. This allocation ensures that 
the performance of each asset can be independently 
monitored, providing a balanced view of the portfolio's overall 
efficacy using the formula �� = �total/�, where �� is the capital 
allocated to asset �, �total is the total capital ($100,000), and � 
is the number of assets (10). 

Trading decisions are predicated on predictive signals 
generated by the LSTM model, which identifies potential 
profitable movements suggested by Elliott Wave patterns. 
These signals dictate the entry and exit points for trades, 
aiming to capitalize on the predicted price movements. A 
fundamental aspect of the trading strategy is maintaining a 1:1 
risk to reward ratio. This strategy ensures that for each trade, 
the potential gain (take-profit) and potential loss (stop-loss) 
are equidistant from the entry point. Mathematically, this is 
represented as Stop-Loss = �_entry − (�_exit − �_entry) and 
Take-Profit = �_exit, where �_entry and �_exit are the prices 
at the entry and exit points predicted by the model. 

The entry point is defined by the model's prediction of the 
start of a profitable Elliott Wave pattern, and the exit point 
corresponds to the prediction of the end of this pattern. The 
equidistant placement of stop-loss and take-profit orders not 
only simplifies the risk management strategy but also aligns it 
with conservative trading principles, ensuring that the 
potential upside and downside are equally weighted. 

The performance of each asset within the portfolio is 
meticulously monitored to assess the accuracy of the LSTM 
model's predictions. Success of the trading strategy is 
evaluated based on the actual gains or losses realized from the 
executed trades. Adjustments to the strategy are contemplated 
in response to the model's feedback and ongoing market 
developments, which assists in continuously optimizing the 
trading approach. The gains or losses for each trade are 
mathematically calculated using Gain or Loss = 
∑ (Exit Price_� −  Entry_Price_�)  ×  Position_Size_�� , 
where Position_ Size_� is the number of units of asset � bought 
or sold. 

B. Results and discussions 

This section presents the analysis and interpretation of the 
performance metrics and trading outcomes of the predictive 
model applied to a diversified portfolio of assets, including 
stocks and cryptocurrencies. 

The predictive accuracy of the LSTM model across 
various assets was evaluated using Mean Squared Error 
(MSE), Mean Absolute Error (MAE), and R2 Score as shown 
in Table 1. The results indicate a generally robust predictive 
capability with variations across different assets: 

Stocks: Among the stocks, Tesla (TSLA) exhibited strong 
predictive accuracy with an R2 score of 0.8746, suggesting 

1. Data Normalization: 

    Use MinMaxScaler, target range: [0, 1]. 
2. Dataset Preparation: 

    Sequence length: 100 time steps. 
    Split: 80% training, 20% testing. 

3. Model Compilation: 
    Optimizer: Adam. 

    Loss: Mean Squared Error (MSE). 
4. Model Training: 

    Epochs: 30, Batch size: 32. 
Learning Rate Adjustment: Exponential 

Decay. 
   Learning rate adjustment formula:  

lt = lr0 ⋅ e-kt where lr0 is the initial 
learning rate, k is the decay rate, and t 

is the epoch number. 
5. Model Evaluation: 

   Metrics: MSE, MAE, and R². 
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that 87.46% of the variance in Tesla's price could be predicted 
from the model inputs. Similarly, Goldman Sachs (GS) and 
Amazon (AMZN) showed high R2 values of 0.8861 and 
0.8857 respectively, indicating excellent model performance. 

Table 1 Performance metrics over 10 assets. 

Assets 
Metrics 

MSE MAE R2 Score 

TSLA 0.008665226 0.093087196 0.87462616 

AAPL 0.0022629 0.047569952 0.84260308 

AMZN 0.003271501 0.057197036 0.88571430 

GS 0.015843758 0.125871989 0.88612567 

JPM 0.061522693 0.248037684 0.83415858 

QQQ 0.041501321 0.20371873 0.63182869 

SPY 0.013634672 0.1167676 0.6244034 

BTC 0.020582977 0.143467686 0.87077762 

ETH 0.018737986 0.136886763 0.88019908 

LTC 0.009190793 0.095868621 0.82695637 

 

Cryptocurrencies: Bitcoin (BTC) and Ethereum (ETH) 
also demonstrated high R2 scores of 0.8708 and 0.8802, 
respectively, underscoring the model's effectiveness in 
capturing price movements in more volatile markets. 

Variability: Notably, the model had lower performance on 
some assets like the QQQ ETF and S&P 500 ETF (SPY), 
where the R2 scores were 0.6318 and 0.6244, respectively. 
This could indicate challenges in modeling broader market 
indices or could be attributed to external factors not captured 
by the model. 

The trading strategy's effectiveness, as indicated by the 
profit and loss (PnL) outcomes for each asset, was closely 
aligned with the predictive accuracy: 

High Gains in Cryptocurrencies: BTC, ETH, and LTC 
showed significant positive gains, with BTC yielding a 13% 
gain and a 7% loss in adverse trades. This reflects the high 
volatility and potential returns in cryptocurrency trading, 
where the model's effective predictions translated directly into 
substantial financial gains. 

Table 2 Trading strategy results. 

Assets PnL Capital per Asset 

TSLA +3 % & -1 % 10,300.00 $ 

AAPL +1 % & -1 % 10,000.00 $ 

AMZN +1 % & -2 % 9,900.00 $ 

GS +1 % & +1% 10,000.00 $ 

JPM +2 % & -1 % 10,100.00 $ 

QQQ +1 % 10,100.00 $ 

SPY None 10,000.00 $ 

BTC +13 % & -7 % 10,600.00 $ 

ETH   +9 % & -4 % 10,500.00 $ 

LTC +12 % & -5% 10,700.00 $ 

 

Steady Performance in Stocks: TSLA and AMZN, with 
strong model accuracy, correspondingly showed solid trading 
gains of 3% and 1%. JPMorgan Chase (JPM) also performed 
well, achieving a 2% gain, aligning with its decent model 
accuracy. 

Mixed Results: Assets like SPY did not participate in 
trades (PnL: None), which could be a strategic decision based 
on the model's lower confidence in predicting these market 
index movements. 

The initial allocation of $10,000 per asset and the 
subsequent adjustments based on PnL outcomes resulted in a 
final capital of $102,200, demonstrating a net gain of 2.2% 
across the portfolio. This outcome highlights the strategy's 
overall success but also underscores the importance of 
selective trade execution based on model confidence, 
particularly in diversified portfolios. 

The correlation between high R2 scores and successful 
trading outcomes suggests that the model's predictive 
accuracy is a critical driver of financial performance. 
However, the variability in performance across different types 
of assets indicates the need for further refinement of the 
model, especially in assets showing lower predictive 
accuracy. 

Overall, the results validate the effectiveness of using 
advanced predictive models like LSTM in trading strategies 
but also highlight the continuous need for adaptation and 
optimization based on asset-specific characteristics and 
market conditions.  

V. CONCLUSION 

This paper demonstrated the effective integration of Elliott 
Wave Theory with LSTM networks, showcasing robust 
performance across a diversified portfolio of assets, including 
high-profile stocks and cryptocurrencies such as Tesla, 
Amazon, Bitcoin, and Ethereum. The LSTM model's 
predictive accuracy was particularly notable, achieving high 
R2 scores that underscore its capability to capture and predict 
complex price movements effectively. These results not only 
confirm the model's efficacy in aligning with Elliott Wave 
Theory but also its potential in practical, high-stakes trading 
scenarios. Starting with an initial capital of $100,000, our 
study applied a 1:1 risk-to-reward trading strategy that 
capitalized on the forecasted market movements and 
successfully yielded a final capital of $102,200, reflecting 
substantial profits, especially in the volatile cryptocurrency 
market. Looking forward, the research aims to further enhance 
the model's precision and adaptability by integrating 
additional predictive features such as macroeconomic 
indicators and social media sentiment analysis. This will 
improve the model's sensitivity to external market-shaping 
events and broaden its applicability. Exploring different risk-
to-reward setups and employing hybrid models combining 
various types of neural networks are also on our agenda to 
optimize financial returns and enhance the robustness of 
market predictions. As financial markets continue to evolve, 
adapting and refining these predictive models will be crucial 
for leveraging the full potential of AI and machine learning in 
financial decision-making, ultimately leading to more 
sophisticated and dynamic trading strategies that can handle 
the complexities of modern financial landscapes. 
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