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Abstract — Companies create regulatory documents, such as 
policies, standards, and guidelines, to define their processes and 
structures. These documents are used by employees to ensure 
the proper execution of processes and by auditors to check the 
actual compliance with the respective requirements. Especially 
in large organizations, these documents are constantly updated, 
which can lead to conflicts, inconsistencies, or contradictions 
between these documents, which in turn can contribute to errors 
and delays, the compromise of assets, non-compliance or the 
facilitation of fraud. Given the large number of different regu-
latory documents as well as the different interpretations of 
conflicts and the technical approaches to detect them, this paper 
aims to provide an overview of previous research in this field. 
To this end, we conducted a structured literature review based 
on 46 publications to analyze various aspects, such as the types, 
domains, language, and structure of the analyzed regulatory 
documents as well as the types of conflicts and the technical 
approaches to detect them. In this way, we have shown the 
current state-of-the-art, identified potential challenges, and 
highlighted possible research directions. 

Keywords — Conflicts, Contradictions, Inconsistencies, Regu-
latory Documents, Literature Review 

I. INTRODUCTION 
In order to define and describe the target state of their 

processes and structures, companies create various regulatory 
documents, such as policies, guidelines, rules of conduct, 
workflow descriptions, operating procedures, manuals, work 
and process standards or work and service instructions. These 
documents are used by employees to plan and carry out a 
process in accordance with the respective rules, and by audi-
tors to familiarize themselves with the respective target state 
of an object to be audited. In this way, they are able to identify 
deviations between the target and actual state of the audit 
object [1][2][3]. 

In large companies and corporate groups, there is a par-
ticularly high number of regulatory documents, which are  
also subject to constant change due to different company and 
market developments as well as external legal reasons [4][5] 
[6]. For example, after the merger of two companies, the data 
protection guidelines, communication guidelines and process 
standards must be revised to ensure a uniform level of security 
across the newly combined networks. However, such regu-
latory documents are not necessarily written and provided by 
a central authority, but also by actors from different depart-
ments [7], which in turn can lead to certain contents being 
contradictory. Such conflicts in policies and procedures can 
create confusion among employees toward the right course of 

action, which could lead to errors or delays in performing 
tasks and have a cascading effect on the overall business. 
Moreover, contradictions can have a negative impact on the 
effectiveness of internal auditing in two ways: If the contra-
dictions are identified by the auditors in advance, this leads    
to clarification work, which in turn results in longer audit 
preparation. If, on the other hand, the contradictions are not 
identified, an audit may be carried out based on inconsistent 
target specifications, which can lead to several internal and 
external risks for the company. 

Unlike structured data, such as spreadsheets, csv-files or 
relational databases, regulatory documents cannot be pro-
cessed by traditional auditing data analysis methods due to 
their natural language, textual nature. Ensuring consistency 
and the absence of relevant changes between these documents 
is therefore often only possible in traditional compliance 
processes by manually comparing the textual contents [9]. 
However, with respect to several hundred regulatory docu-
ments, which in turn may consist of a large number of pages, 
sections, subsections, and paragraphs [10], such manual 
reconciliation is error-prone, extremely time-consuming, and 
still not scalable to the total number of all documents. Espe-
cially because the number of regulatory documents is con-
stantly increasing [11]. 

To overcome the manual comparison of natural language 
regulatory texts, various automated approaches have been 
developed in the last decade. In view of the large number of 
different regulatory documents with which employees and 
auditors are confronted, as well as the different interpretations 
of conflicts and the technical approaches to detecting them, 
this paper aims to provide an overview of the research con-
ducted to date. Based on this objective, our study extends 
existing literature reviews that focused on a specific notation 
of business rules [6] with a holistic view of all forms of natural 
language regulatory texts. In this way, our paper generates the 
following contributions: 

• Presentation of the state-of-the-art in the detection of 
conflicts, contradictions, and inconsistencies in regula-
tory documents. 

• Identification of current research priorities and gaps 
based on the analysis of 9 categories (including the 
types, domains, language, and form of the documents, 
as well as the types of conflicts, the method of content 
comparison and the technical approaches to conflict 
detection). 
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This paper is structured as follows: Section II provides a 
brief overview of different types of regulatory documents and 
their categorization, as well as an attempted definition of 
regulatory conflicts. Section III presents the review method-
ology and the results of the individual evaluation categories. 
Section IV summarizes the findings of the literature review 
and discusses them in terms of potential challenges and future 
research directions. 

II. FUNDAMENTALS 

A. Regulatory Documents 
Regulatory documents (also known as Normative Docu-

ments [27]) can be interpreted as internal or external in terms 
of their requirements. External regulatory documents are 
official documents created by external authorities, govern-
ment agencies or international organizations to regulate com-
pliance and standards that companies and organizations must 
adhere to. These include, for example, laws, regulations, stan-
dards and guidelines that define how organizations should 
operate in certain areas such as environmental protection, 
finance, data protection and occupational safety. Companies 
must comply with these external requirements in order to 
avoid legal sanctions and retain their operating licenses. 
Internal regulatory documents, on the other hand, are docu-
ments created by the company itself that aim to standardize 
internal procedures and behaviors. These can include hand-
books, operating instructions, quality management documents 
and other internal policies that set out specific procedures and 
rules of conduct for employees. They are critical to day-to-day 
management by providing clear instructions and helping to 
ensure organizational efficiency and compliance with internal 
standards. At the same time, these documents typically also 
reflect many aspects that have been specified in external 
regulatory documents [8]. A detailed overview of the different 
types of regulatory documents identified in this literature 
review is provided in chapter III.B.2. 

B. Conflicts, Inconsistencies and Contradictions 
There are various interpretations in the literature according 

to which two normative statements are regarded as con-
flicting. Moreover, "Conflict" is not a universally valid term 
in this field of research. Instead, it is often used as a synonym 
for Contradiction or Inconsistency and in rare cases also for 
Anomaly. Since the normative statements made in the regu-
latory documents can often be assigned to deontic logic, a 
common interpretation approach is that conflicts arise when 
obligations, prohibitions or permissions are mutually exclu-
sive and their simultaneous compliance is therefore impos-
sible [56]. A simple example of such mutual exclusion is 
illustrated in the following two sentences by comparing a 
permission with a prohibition. 

Sentence A:   Smoking is permitted on the company 
premises in the designated areas C and D. 

    (Permission) 

Sentence B:   Since 01.01.2024, there has been an 
unrestricted smoking ban on the entire 
company premises. 

    (Prohibition) 

A detailed overview of the different interpretations of 
regulatory conflicts or inconsistencies identified in this liter-
ature review can be found in Chapter III.B.7. 

III. LITERATURE REVIEW METHODOLOGY 

A. Literature Selection and Filtering 
In order to find potentially relevant papers, we searched 

the six databases "ScienceDirect", "ACM", "IEEE Xplore", 
"Web of Science", "Scopus" and "Google Scholar" using the 
search query shown in Fig. 1. On the one hand, this query 
covers the common terms for regulatory documents (e.g., 
"instructions", "guidelines", "policies", "standards", etc.) and, 
on the other hand, the terms typically used for the detection of 
conflicting statements within these documents (e.g., "contra-
diction", "conflict", "inconsistent" + "detection", "identifica-
tion", etc.). However, since the latter can also be carried out 
with the help of the NLP research field "Natural Language 
Inference" (also known as "Recognizing Textual Entail-
ment"), we have also included these two terms in the search 
query. For a match, all terms had to appear either in the title, 
in the abstract or in the keywords of the respective publication. 

As a result of this search, a total of 2,318 papers were 
found, which we reduced by 383 duplicates to 1,935 unique 
papers. We then removed all papers that either (1) understand 
the respective characteristic document term in a completely 
different context, (2) provide approaches that are not suitable 
for natural or controlled natural language, but e.g. for system 
rules that are exclusively read and processed by machines, (3) 
perform the actual detection of the inconsistencies / contra-
dictions manually, (4) describe purely theoretical frameworks 
or approaches, or (5) are not written in English (Fig. 1). 

After applying these filter criteria, 37 relevant papers 
remained, for which we then carried out a manual forward and 
backward search. Considering the five filter criteria described 
above, this resulted in 9 further studies, which increased the 
final number of relevant papers to 46 (Fig. 1). 

 
Fig. 1. Literature Selection and Filtering 

B.  Literature Analysis 
As part of the actual literature analysis, we categorized the 

46 relevant papers according to both methodological and data-
specific aspects. The data-specific aspects include (B.2) the 
types of the respective regulatory documents (e.g., contracts, 
standards, etc. + domain), (B.3) the language and form of the 
textual content (controlled or plain natural language) as well 
as (B.9) the number and origin of the contained inconsis-
tencies or contradictions (synthetic or real). The method-
ological aspects include (B.4) the procedure for selecting the 
contents to be analyzed (e.g. selection of sentences containing 
modal verbs), (B.5) the procedure for sentence pairing (e.g. 
based on matching subjects or actions), (B.6) the scope of the 
sentence comparisons (e.g. within the same document or 
across different document types), (B.7) the interpretation of 
the respective conflicts, inconsistencies or contradictions (e.g. 
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"regulatory" OR "norm*") AND (("textual entailment" OR "natural
language inference") OR (("conflict*" OR "contradict*" OR
"inconsist*") AND ("identification*" OR "identifying" OR
"detect*"))) AND ( "natural language" OR "text*"))
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by mutually exclusive concepts of deontic logic), (B.8) the 
size of the context window (e.g. comparison of individual 
sentences or additional consideration of surrounding sen-
tences) as well as (B.10) the technical approach for detection 
(e.g. rule-based, machine-learning-based, etc.). Please note 
that a paper can appear in several categories at the same time 
and that we reference a maximum of three papers per category 
due to the often high number of papers in certain categories. 

1) Publications per Year 
The first papers dedicated to the automated detection of 
conflicts, inconsistencies or contradictions in regulatory docu-
ments were published in 2009. From this point onwards, the 
number of publications mainly fluctuated between two and 
five per year, reaching a maximum of seven publications in 
2018 and 2021 (Fig. 2). 

 
Fig. 2. Publications per Year 

2) Types and Domains of the Regulatory Documents 
The studies essentially focused on seven different types of 

regulatory documents (Fig. 3). In this context, it is interesting 
to note that although contracts were not explicitly mentioned 
in the search query, they represent the most common type of 
regulatory document (e.g., [12]-[30]). This is due to the fact 
that contracts contain normative expressions or "norms", 
which in turn was covered by our search query (see Fig. 1: 
"norm*"). Norms typically describe obligations, permissions, 
or prohibitions, which makes them relevant for this literature 
review if they are in conflict with each other. The second most 
frequently used documents were policies / guidelines (e.g., 
[11][42]-[47]), followed by business rules (e.g., [5][36]-[41]), 
legal provisions / legislations (e.g., [31]-[35]), standards (e.g. 
[50][51]) and operating procedures [47][49]. Other normative 
requirement specifications [35] were only used once. 

 
Fig. 3. Types of Regulatory Documents 

The regulatory documents shown in Figure 3 cover a total 
of 17 domains (Fig. 4). In addition to a frequently used work-
flow description from the car rental industry (e.g., [5][38] 
[40]) and a check-in example from an airline (e.g., [13]-[16]), 
the most frequently used regulatory documents were either 
from the medical field (e.g., [44]-[47][49]) or covered several 
contractual topics (e.g., [21][23][25]). 

Other recurring domains were industrial insurance appli-
cations (e.g., [38]-[40]), information technology [19][30][48], 
manufacturing [21][22][26] as well as finance [9][11][53]. 
Regulatory documents on building requirements [33][41], 

data privacy / protection / security [8][34] and sale / purchase 
[29][54] were used less frequently and only one study each 
addressed, for example, the areas of safety [50] and tax [35]. 

 
Fig. 4. Domains of the Regulatory Documents 

3) Language and Form of the Textual Content 
A large proportion of the approaches developed to detect 

inconsistencies or contradictions are only suitable for rules in 
(non-natural) languages that never have to be processed by 
humans, but only by machines. These approaches are not the 
focus of our literature review. Normative statements formu-
lated in natural language, on the other hand, can be roughly 
divided into two categories: Those that are formulated in 
"Plain Natural Language" and those that are formulated using 
a "Controlled Natural Language". The latter uses natural lan-
guage but has a declarative character and a standardized 
representation that must be adhered to (e.g., "Condition-Sub-
ject-Object-Action" or "Subject-Verb-Object": "The ground 
crew (Subject) is required to open (Verb) the desk (Object)"). Such 
controlled natural languages include, for example, CL (Con-
tract Language) or SBVR (Semantics of Business Vocabulary 
and Rules), which have been used in studies such as [36]-[40] 
and [30]. Overall, the controlled natural languages were used 
in 43% of all studies, 65% of which were manually translated 
into this form (e.g., [15][19][48]) and 15% automatically (e.g., 
[37]) (Fig. 5, pie chart). Regardless of the form (controlled or 
not), the language of the regulatory texts was English, with  
the exception of three studies in which the documents were 
written in French [45][46] and Dutch [47]. 

 
Fig. 5. Form and Language of the Textual Content 

4) Procedure for Selecting the Contents to be Analyzed 
In order to describe or evaluate their detection approaches, 

most studies used prefabricated data sets in which all included 
sentences were relevant for the analysis (e.g., [5][38][40]). In 
practice, however, inconsistency / contradiction detection is 
typically not applied to the entire text content of the regulatory 
documents, but to a specific preselection of sentences that are 
considered relevant. In the case of the papers examined, this 
selection was made manually in most cases (e.g., [27][34] 
[46]), for example when the respective sentences refer to a 
specific topic, such as the 7th Article of the General Data Pro-
tection Regulation [34]). Another common approach was the 
use of a classification model that was specifically trained to 
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identify the relevant sentences (e.g., for the identification of 
norms within contracts [22][23][26] or rule-sentences in busi-
ness rules [37]). Just as often as machine learning, rule-based 
approaches were used which, for example, selected sentences 
if they contained certain modal verbs, such as: may, can, must, 
should, shall (e.g., [11][21]). On the other hand, there are also 
studies that did not select sentences, but initially considered 
all the textual information contained in the respective docu-
ment for their analysis. This was done, for example, in [47], 
where all text passages from standard operating procedures 
(SOPs) were initially considered and then compared with rec-
ommendations from medical guidelines if they had a high 
semantic similarity. In [8], the authors evaluated both an ap-
proach in which a signal-word-based selection of sentences 
from a privacy policy is performed (using modal verbs) and 
an approach in which all sentences are considered (Fig. 6). 

 
Fig. 6. Procedure for Selecting the Contents to be Analyzed 

5) Procedure for Sentence Pairing / Content Comparison 
Once the textual contents that are of interest for the 

analysis have been identified (Section B.4), the next step is 
typically to determine which of these contents should be 
compared for the purpose of consistency checking. However, 
this step strongly depends on whether or not the original 
natural language texts have previously been converted into a 
controlled form. If this is the case, tools are typically used for 
the consistency check that do not use sentence pairing, but a 
holistic approach in which all extracted rules are taken into 
account. This approach turned out to be the most common 
type of comparison and was used, for example, in [37][38] 
[40], all of which translated the respective rule sentences into 
corresponding formulas in order to identify inconsistencies in 
them using an SMT-solver (Satisfiability Modulo Theories, 
see Section B.10 for more details). The second most fre-
quently used approach was to link sentences into pairs when 
the similarity of these sentences exceeds a certain threshold 
(e.g., [8][42][47]). For example, to link sentences from hos-
pital standard operating procedures (SOPs) with recommen-
dations from medical guidelines into candidate pairs, a two-
step pairing approach was used in [47], where first the n-gram-
based cosine similarity and then the similarity calculated 
based on sentence embeddings had to reach a certain thresh-
old. Another approach to sentence pairing was to combine 
sentences that share the same terms or entities. In addition to 
[32] and [23], this approach was used, for example, in [21], 
where only those contract norms were compared with each 
other if they concerned the same parties. Besides such term-
based join criteria, there were also studies that created 
candidate pairs when longer character strings matched. For 
example, in [53] corresponding pairs were created from two 
given lists of provisions if a simple TextDiff function detects 
that the provisions differed from each other, or a provision did 
not occur at all in the other list. 

A few other papers created semi-synthetic evaluation data 
sets by inserting contradictions into conflict-free texts. For 
example, in [20][24] and [26] a semi-automatic procedure was 

developed that selected random norm sentences from random 
contracts, made copies of them and asked a user to change 
them so that they conflicted with the original norm sentences. 
In this way, they created annotated sentence pairs, which they 
then used to train a conflict detection model. In addition to 
such semi-synthetic candidate pairs, some other studies also 
created a Cartesian product of all relevant text components 
and then analyzed it [12][27][34]. For example, in [12] seven-
teen hypothesis sentences were created and then compared 
with all sentences of 607 contracts to classify whether the 
hypotheses are entailed by the contract, contradict it or are not 
mentioned. Only two studies used other approaches to create 
candidate pairs, namely with the help of subsuming relation-
ships in ontologies [46] and using clustering [11] (Fig. 7). 

 
Fig. 7. Procedure for Sentence Pairing / Comparison 

6) Scope of the Sentence Comparisons 
The comparisons described in Section B.5 were mostly 

made between information from the same document or 
between information from different documents of the same 
type (e.g., [30][37][38]). In contrast, textual information 
between different document types was compared much less 
frequently (Fig. 8). These included, for example, comparisons 
between "Standard Operating Procedures" (SOPs) and "Medi-
cal Guidelines" [47], between the "European Union Directive" 
and "Member State law" [33] or between "Data Protection 
Guidelines" and the "General Data Protection Regulation" 
(GDPR) [34]. 

 
Fig. 8. Scope of Information Comparison 

7) Interpretation of the Conflicts 
Whether two or more normative statements are in conflict 

with each other depends on how such a conflict is defined. The 
majority of studies are based on deontic logic and the asso-
ciated possibilities for the emergence of a conflict, according 
to which either obligations and permissions, permissions and 
prohibitions and obligations and prohibitions are mutually 
exclusive (e.g., [21]-[23][54]). Other studies extended these 
three cases with a broader definition, according to which a 
conflict also arises when two statements within the same 
deontic conceptual category are mutually exclusive (e.g., 
contradictions between two obligations | e.g., [17][20][24]) or, 
more generally, when two actions are mutually exclusive (e.g., 
[18][28][49]). In contrast, studies that focused on regulatory 
texts in the controlled natural language SBVR often covered 
specific types of logical anomalies (e.g., [5][37][40]). These 
anomalies included, for example, cases of subsuming rules, 
where the condition of one rule implies or includes the con-
dition of another rule, so that whenever one rule applies, the 
other rule also applies (redundant rules), cases where rules 
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refer to each other in a way that creates an endless loop 
without providing a concrete solution (circular rules), and 
cases where rules logically contradict each other, so that no 
possible situation exists in which all rules could be fulfilled at 
the same time (inconsistent rules). 

 
Fig. 9. Types of Conflicts 

8) Context Window 
When detecting conflicts in regulatory texts, different 

context windows can be taken into account for each informa-
tion comparison. According to our literature analysis, a very 
frequently occurring context window is one sentence per 
"side", i.e. the comparison of two sentences (e.g., [20]-[27] 
[17]). This means that the information contained in one sen-
tence is used to decide whether there is a contradiction or 
inconsistency with another sentence. In contrast, there are 
only two studies in which several coherent sentences form the 
context of a textual statement, namely in [47], where entire 
passages from Standard Operating Procedures (SOPs) were 
compared with recommendations from medical guidelines, 
and in [12], where inferences were drawn between coherent 
texts from Non-Disclosure Agreements (NDAs) and prede-
fined hypothesis sentences. However, the most common con-
text window is not based on a pairwise comparison, where n 
sentences represent the respective context, but on a holistic 
approach that considers several or all rules simultaneously. 
However, every study that carried out such a holistic verifi-
cation first converted the corresponding textual information 
into a controlled form, such as CL (e.g., [30][48][54]), ontolo-
gies (e.g., [33][46]), or SBVR (e.g., [5][37][40]). The latter is 
usually further translated into the standardized SMT-LIBv2 
format, which can then be processed by corresponding SMT-
solvers for the purpose of consistency checks (see B.10 for 
more details). 

 
Fig. 10. Context Window 

9) Number of Conflicts / Inconsistencies / Contradictions 
Most of the studies assessed the accuracy of the approach-

es they developed using a quantitative evaluation by com-
paring the contradictions or inconsistencies detected by the 
respective algorithm / model with the actual ground truth 
cases. These cases were annotated either by the authors 
themselves, by independent volunteers (e.g., [20]-[26]) or by 
domain experts [9]. The number of resulting annotated can-
didate pairs and the number of actual contradiction cases they 
contained varied greatly between the studies. Most studies 
used between 1 and 299 (e.g. [9][23][26]) and between 11,000 

and 11,999 candidate pairs (e.g. [21][24][25]). Only one study 
[27] used more, with a total of 17,230 candidate pairs from 
two data sets. Although the counting intervals of the contained 
contradiction or inconsistency cases are closer together, they 
are significantly lower compared to the total of all annotated 
candidate pairs. Specifically, this means that, with the excep-
tion of two studies [12][27], no more than 249 contradiction 
or inconsistency cases were used in the studies. However, in 
this context it should be noted that not all of the 46 studies 
used quantitative evaluations to assess their approaches. 
Instead, 23 studies only presented the functionality and effect-
tiveness of their approaches using selected individual exam-
ples (Fig. 11, grey bars). 

 
Fig. 11. Number of Candidate Pairs (left), Number of Conflicts (right) 

Another important aspect is the origin of the contra-
dictions or inconsistencies contained in the datasets. In this 
context, our analysis has shown that 87% of all studies (that 
carried out a quantitative evaluation) created semi-synthetic 
conflicting sentence pairs and inserted them into their datasets 
(Fig. 11, pie chart). For example, in [20][24] and [26], two 
volunteers were asked to modify randomly selected contract 
norms in such a way that they contradicted the original norms. 
In this way, they created up to 228 norm conflicts resulting 
from different modal verbs or deontic conflicts within the 
respective norm actions. In [27] norm pairs were also modi-
fied so that they contained corresponding conflicts. However, 
the authors additionally increased the number of resulting 
sentence pairs by performing various methods of text expan-
sion [55], such as random insertion, random swapping and 
random deletion. Using this approach, they increased the 
number of their conflicting norm pairs from 523 to 6,230. 

10) Technical Approach for Detection 
The actual detection of conflicts, contradictions and incon-

sistencies was carried out in most studies using formal veri-
fication methods (Fig. 12). For this form of detection, the rules 
contained in the normative sentences were first converted into 
formal logic expressions (e.g., from SBVR notation to SMT-
LIBv2) in order to verify their fulfillment by different solvers. 
For example, in the case of [37]-[40] and [5], an SMT-solver 
was used that summarizes all transferred rule conditions in 
specific formulas in order to check the compatibility of the 
rules. In this process, the solver searches for a value assign-
ment that fulfills all requests. If such an assignment is missing, 
this indicates conflicts between the rules (unsatisfiability). 

The second most common detection approach is based on 
a classifier that was previously trained with the help of 
machine learning. Different model architectures were used for 
this training, such as convolutional neural networks / CNN 
(e.g., [22][25][26]), long short-term memory / LSTM (e.g., 
[27][34]), support vector machines / SVM (e.g., [20][24]) and 
transformer (e.g., [17][47]). For example, in [26], semi-syn-
thetic norm pairs, consisting of neutral and contradictory 
cases, were converted into a matrix form in which the char-
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acters of one norm represent the rows and the characters of the 
other norm represent the columns. In order to emphasize 
similarities and differences between the norms, matching 
characters in the corresponding cells of the matrix are assigned 
a 1 and otherwise a 0. Using all annotated sentence pair 
matrices, a CNN was then trained to create a model for clas-
sifying norm pairs as conflicting and non-conflicting. Other 
approaches, such as [17] have trained a neural network, con-
sisting of the decoder part of the Transformer architecture, 
with the SNLI dataset [52] to classify the inference between a 
premise and a hypothesis. They then used this trained neural 
network on a corpus containing a set of conflicting norms to 
see if they could be identified by the model. 

 
Fig. 12. Technical Approach for the Conflict / Inconsistency Detection 

The third most common approach is based on a two-step 
procedure in which the similarity between the respective texts 
(or specific entities) is first measured and then used to detect 
conflicts / inconsistencies if it exceeds or falls below a pre-
viously defined threshold (e.g., [21][23][51]). Such semantic 
comparisons have been used in different ways, such as in [11], 
where a pair of constraints was classified as conflicting if the 
semantic similarity of the constraint related subjects is low, 
while the similarity of the tasks (actions) is high. 

In addition to machine learning, semantic-based and for-
mal verification approaches, rule-based semantic verification 
methods based on ontologies were also used, albeit much less 
frequently. For example, in [33], legal classes such as "obli-
gation", "permission", "prohibition", their properties and the 
relationships between these classes are defined in an onto-
logical model and the respective texts and their components 
are represented using an Resource Description Framework 
(RDF). A reasoning engine then uses both the RDF data and 
the ontological knowledge to analyze relationships between 
the rules and thereby identify overlaps and contradictions. 
Besides another ontology-based approach, in which incon-
sistencies are only one of 28 quality metrics [50], two formal 
semantic approaches using text analysis and information re-
trieval [42][43] as well as a semi-formal approach using a 
frame-based knowledge representation were also used to 
identify conflicts or inconsistencies [31]. In addition, a recent 
study [53] also investigated how prompt engineering can be 
used to detect and analyze changes in natural language 
regulation. Although this study does not focus on conflicts in 
particular, it enables human analysts to detect regulatory 
changes that can be understood as conflicts according to 
common interpretation approaches (see Section II.B). 

IV. CONCLUSION 
In this literature review, we have provided a structured 

overview of papers that aim to detect conflicts, contradictions, 
or inconsistencies within regulatory documents. As part of the 
literature analysis, we analyzed 46 papers in the 9 categories: 
"types and domains of regulatory documents", "form and lan-
guage of the textual content", "number and origin of the con-
tained inconsistencies / contradictions", "content selection", 

"sentence pairing", "scope of sentence comparison", "size of 
context window", "interpretation of inconsistencies / contra-
dictions" and "technical approach for detection". For example, 
in the "types of regulatory documents" category, the majority 
of all studies focused on contracts and the norms they contain, 
followed by policies / guidelines, business rules and legal 
provisions. Standards, operating procedures and requirement 
specifications, on the other hand, were used less frequently.   
A large proportion of these documents covered either the 
medical domain or multiple legal contract areas, although two 
examples from car rental and an airline check-in process were 
also frequently represented. The underlying language of the 
documents was English, with the exception of two studies in 
which French and Dutch texts were used. The evaluation was 
typically carried out on a prepared data set that already con-
tained only relevant sentences. However, if the upstream step 
of selecting the sentences to be analyzed from the raw texts 
was also covered, this was done either manually, with the help 
of a previously trained classifier, or using regular expressions. 
In contrast, the comparison process used to detect conflicts 
between the respective information depended heavily on 
whether the texts remained in their raw form or were trans-
ferred into a controlled form (or were initially available in a 
controlled form). If the latter was the case, typically no can-
didate pairs were formed for an information comparison, but 
all identified rule sets were transferred into formula or graph-
based representations and then checked for fulfillment using 
formal verification methods. This approach was used most 
frequently, followed by rule-based candidate pair generation, 
where the semantic similarity between the texts must exceed 
a certain threshold or where certain terms must match in both 
texts. Besides the formal verification methods, most studies 
used machine learning approaches for the actual detection of 
conflicts, contradictions, or inconsistencies, in which anno-
tated data was used to train a classifier. Other studies, how-
ever, also used rule-, semantic-, or ontology-based detection 
approaches. During this detection process, most approaches 
that were not based on controlled natural language compared 
one sentence with another sentence. In these cases, the defi-
nition of a conflict between two textual statements was mostly 
based on deontic logic and the mutual exclusivity of the 
principles involved (e.g. obligation vs. permission). In the 
case of the studies that focused on controlled natural language, 
however, specific types of logical conflicts were used, such as 
redundancy, circularity, or inconsistency. Regardless of the 
detection approach, the number of annotated conflicts was 
mostly less than 250 (only once 800-849 and once 6k-7k), 
with 87% of all cases being (semi-)synthetic conflicts. 

In view of these analysis results, we identify the following 
five aspects as problematic and therefore relevant for future 
research: 

• Non-consideration of certain sentences. A frequent-
ly used first step in conflict detection on regulatory 
documents is to identify those sentences that can be 
directly assigned to a permission, a prohibition, or an 
obligation due to the modal verbs they contain (e.g. 
must, should, can, may, etc.). However, there are also 
sentences that cannot be directly assigned to any of 
these three categories, but which nevertheless have 
regulatory relevance because they describe an impor-
tant condition, an object state or a procedure. If these 
sentences are excluded from the analysis from the 
outset, certain contradictions or inconsistencies may 
never be detected. 

Number of Papers 0 2 4 6 8 10 12 14 16 18

Not explained
Other ontology-based quality assessment

Frame-based, semi-formal modeling
Prompt engineering

Formal semantic analysis
Rule-based semantic verification using ontologies
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• Limited context window: The fact that the majority 
of studies only compare individual sentences can lead 
to two disadvantages: Firstly, sentences that contain 
co-references to previous or subsequent sentences 
(e.g. if a sentence starts with “This condition...”) are 
typically not considered, even if they might have been 
relevant. Secondly, it is not possible to check whether 
a missing information responsible for an inconsis-
tency or conflict is possibly hidden in one of the sur-
rounding sentences. This would be the case, for exam-
ple, if one of two compared sentences links an action 
to a specific main condition, but still mentions an 
exception condition (in the same sentence), while the 
other sentence only mentions the main condition (and 
the exception condition in a subsequent sentence). 
Similarly, one sentence might contain the prescribed 
procedure for a particular condition or situation in one 
sentence, while the other sentence divides it into two 
or three consecutive sentences. If such following 
information is not taken into account, this can lead to 
False Positives during the conflict detection. 

• Detection often rule-based or supervised: Many of 
the detection approaches used in the studies are either 
semantic and rule-based or require training data for 
supervised machine learning. In both cases, the trans-
ferability to a broader set of heterogeneous regulatory 
documents is uncertain, as overfitting to the charac-
teristic properties of the training data used in each case 
cannot be ruled out. In contrast, the commonly used 
controlled natural languages (CNLs) have the risk of 
information loss, as they attempt to reduce the com-
plexity of the natural languages by introducing strict 
syntactic and semantic rules. However, this can mean 
that certain nuanced meanings or expressions present 
in the natural language can no longer be expressed in 
the controlled language. 

• Non-consideration of intermediate conflict stages: 
In most studies, the definition of a conflict between 
two statements is based on deontic logic and the mu-
tual exclusivity of the principles involved (e.g. obli-
gation vs. permission). However, there are often very 
few, if any, examples provided that describe the dif-
ferent manifestations of these cases in more detail.     
In addition, there are also edge cases that do not repre-
sent a direct contradiction between two statements but 
should rather be regarded as a relevant discrepancy 
(e.g. if sentence A describes the prescribed steps of an 
action more precisely than sentence B, without contra-
dicting it). These cases have hardly been considered 
in previous research, which makes it difficult to assess 
their detection probability in real-world scenarios. 

• Few conflict cases and often synthetic: Only two 
studies had more than 250 cases of conflict in their 
data. In addition, most conflict cases (87%) were syn-
thetically generated. This may affect the assessment 
of the detection quality, as it raises the question of 
whether the synthetically generated conflicts also 
reflect those that occur in practice. Furthermore, half 
of all studies demonstrated their approaches using 
only a few individual examples instead of evaluating 
them holistically using an annotated test data set. 

Considering these trends and limitations can help to 
further define and develop future research on conflict detec-

tion in the regulatory domain. On the other hand, these find-
ings may also be relevant for organizations and individuals 
working with regulatory documents in practice and consider-
ing the introduction of automated conflict detection, as they 
may need to be prepared for challenges that are barely ad-
dressed in current research. At the same time, the structured 
overview of existing approaches can enable them to select 
concrete methods for their own purposes, provided that these 
cover their needs and requirements. 
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