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Abstract—Preventing customer churn, i.e., termination of busi-
ness commitments, is essential for companies operating in satu-
rated markets, especially for subscription-based models such as
telecommunication. Knowing when customers decide to terminate
services is instrumental to effective churn prevention. In this
study, we investigate how churn prediction performs in practice
when training models on different time intervals of historic data
(1-4 weeks back) and predicting churn at different numbers
of weeks ahead (1-4 weeks). We use a real-world, time-series
dataset of mobile subscription usage to examine churn prediction
for business-to-business (B2B) customers. We utilize the time-
series data at a higher temporal resolution than prior studies
and investigate different forecasting horizons. Leveraging popular
machine learning algorithms such as Random Forests, Gradient
Boosting, Neural Networks, and Gated Recurrent Unit, we show
that the best model achieves an average F1-score of 79.3%
for one-week ahead predictions. However, the average F1-score
decreases to 63.3% and 61.8% for two and four weeks ahead,
respectively. A model interpretation framework (SHAP) evaluates
the feature impact on the models’ internal decision logic. We also
discuss the challenges in applying churn prediction for the B2B
segment.

Index Terms—Customer churn prediction, Telecom B2B cus-
tomers, Machine learning, Time-series data

I. INTRODUCTION

Customer churn is a discontinued relationship between a
customer and a business. Churn poses a significant challenge
to maintaining sustainable growth in highly saturated and
competitive markets like telecommunications [1]. However,
churn prediction is challenging, as various factors, such as
satisfaction, loyalty, preferences, and external events can in-
fluence customer behavior. In addition, customer churn is also
slightly different depending on the industry and segment. The
business-to-consumer (B2C) segment relies on high volumes
compared to business-to-business (B2B), where a single cus-
tomer can have a significant impact on revenue [2]. This paper
focuses on mobile subscriptions in the B2B segment at a
telecommunication company in Sweden.

This work was partly funded by Telenor Sverige AB.

Customer behavior is not static but dynamic and evolving,
i.e., traditional segmentation methods without the temporal
component would have problems modeling customer behav-
ior [3]. Time series data can use temporal resolutions of
individual days (which tends to be a too high resolution
with low variance for telecom B2B customers), at individual
weeks (which our data indicates is a suitable resolution), or at
individual months (which seems to be a too low resolution [4]).

Modeling customers as time series enables businesses to
learn more about their customers’ behavior [5], identify behav-
ior changes, and respond to evolving customer needs. Further,
a higher temporal granularity in churn predictions can help
businesses improve retention efforts and market agility [6].

Previous work in churn prediction has used various personal
features (e.g., demographics, psychographics, and geographic
data) to segment customers with increased churn probabil-
ity [7]–[9]. Such features do not apply to the B2B segment
since they relate to individuals. However, features such as
contract status, call detail records (CDR), Frequency-Recency-
Monetary (FRM), and customer lifetime value (CLV) apply to
both B2C and B2B.

Churn prediction efforts have mainly focused on the
business-to-consumer segment, indicating a gap in understand-
ing churn predictors within B2B [10], [11]. Thus, we model
B2B customers’ temporal features using weekly aggregated
data in this study. Next, different machine learning models are
trained to predict B2B customers’ churn based on changes in
behavior. Since building individual models for each customer
is costly and may disregard similarities between customers. We
aim to learn from all customers so the models can generalize
and identify common churn signals.

This study investigates how different temporal ranges (1-4
weeks) and forecasting horizons (1-4 weeks) affect the model
performance in predicting B2B customer churn. Time series
data of the customers’ usage can reveal more timely signals
of customer churn (e.g., sudden drops or spikes in activity or
deviations from normal patterns) than data without the time
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component.
The main contributions of this study are: (i) a thorough

novel analysis of B2B customer churn using real-world time
series data with a higher temporal resolution than prior studies,
and (ii) a comparative evaluation of different ML models
performed on various lengths of training history and prediction
horizons.

II. RELATED WORK

Previous works on churn prediction have mainly focused
on using static features. However, these features may not
fully capture the temporal dynamics of customer behavior,
such as changes in usage patterns, frequency, or intensity [4],
[8]. Moreover, most existing methods use coarse-grained time
intervals, which may lose important information and the ability
to apply timely and proactive countermeasures. One dataset on
Kaggle [12] is used extensively in related works on customer
churn. However, the data are based on a sample from an
IBM dataset of a fictional telecommunication company and
contain only static features, i.e. they do not change over time.
This results in a customer segmentation problem that classifies
segments with higher churn propensity. Our study instead uses
real-world time series-based data and shows the benefits of
dynamic data when identifying churning customer behavior.

It is common in the churn literature to aggregate data
into monthly buckets, which means that changes in customer
behavior within individual months are lost, as described by
Alboukaey et al. [4]. The authors demonstrate how LSTM can
improve telecommunication churn modeling by increasing the
granularity from monthly to daily. However, they focus on the
B2C segment, which is of limited relevance when considering
B2B customers. The authors also do not investigate different
forecasting horizons, focusing solely on churn during the next
30 days.

Mena et al. [3] evaluate the efficacy of an LSTM model
against a non-sequential regularized Logistic Regression
model for churn prediction using aggregated monthly time
series data. The results indicate that the LSTM model, which
can directly process sequential data, outperforms the Logis-
tic Regression models’ accuracy. Additionally, incorporating
LSTM-derived probabilities as features into the Logistic Re-
gression models further improves the overall performance up
to an AUC of 0.78.

Jain et al. [13] investigate customer churn prediction within
three domains (banking, telecom, and ICT) using the following
four non-sequential learning algorithms: Logistic Regression,
Random Forest, SVM, and XGBoost. In the telecom domain,
the XGBoost model showed the best prediction accuracy at
82.9%, although the results were not statistically significant.

Tamaddoni Jahromi et al. [14] discuss several B2B-specific
constraints on churn prevention campaigns. Their extensive
study covers many topics relevant to this work, including
individual customer lifetime value, campaign cost, and how
potential B2B churners should be targeted. However, their
churn prediction classifiers are based on transactional behavior
without time-series data. Studies using time series data are

scarce but not absent. Zhao et al. [15] used LSTM to analyze
customer behaviors in the railway freight industry to deter-
mine the probability of stable, loss-prone, and lost customers.
Although limited to a transactional-based business model.

In summary, prior research on customer churn in the B2B
segment has received little attention. Furthermore, previous
research on churn prediction using time series multivariate data
to forecast churn is limited. Many similar studies have minimal
coverage of temporal variables, focusing almost solely on
static features such as demographics, which appear to have
little influence on behavior. As a result, this work aims to
fill this research gap by assessing the efficacy of machine
learning models trained on multivariate time series data to
forecast churn risk.

III. METHOD

A. Data

The weekly customer snapshots are first anonymized. The
weekly aggregation was calculated using the sum, or the
average, over seven days from Monday to Monday. Each
week is numbered from 0 to 51. Week zero starts on the
first Monday of the year. The selected variables are listed in
Table I. We focused only on temporal features for customers
in the Small and Medium Enterprise (SME) segment1. The
dependent variable is requested termination, which is binary
in this context. It is true if the requested termination amounts
to at least 10% of the customer’s subscription count. Note
that the threshold could be defined arbitrarily, but it should be
relative to the size of the customer.

As all features are based on aggregated volumes, there are
no missing values, e.g., if the customer didn’t make any calls,
the value would be zero. We defined a maximum value to limit
the range for unbound features, such as the number of calls
and data used. The values were defined by visually inspecting
the distribution to ensure minimal impact. It is reasonable
to assume that the information gained from the exact value
is inversely related to the value. At some point, it simply
becomes a “high-volume customer”.

B. Data Transformations

Sine / Cosine Transformation. The data includes weekly
customer states sorted by a timestamp value that is constantly
increasing. Because weeks are cyclic, the distance between
weeks should be the same in relation to each other. We
can transform week numbers into two sine/cosine signals to
achieve this, as shown in Equation (1).

cos(
week ∗ 2π

52
), sin(

week ∗ 2π
52

) (1)

Normalization. Visual inspection of the data shows that
normalization is necessary as the signals have vastly different
scales. Using min/max scaling with the interval [0, 1], see

1The motivation is practical; large customers often have dedicated managers
who regularly follow up with the customer, and a churn ranking is less useful
in practice. Micro enterprises have too small a variance on the account level.
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TABLE I: Variables extracted from the data warehouse, where
“Requested term.” is the dependent/target variable in the
experiments, i.e., termination requests. All values are based
on weekly aggregates.

Variable Description

Week Current week number
Subscriptions Average number of subscriptions
Calls Number of calls
Duration Duration of calls
Data Number of megabytes transferred
Avg reg Average lifetime of active subscriptions
Recency Weeks since latest purchase
Loyalty Weeks since oldest purchase
ARPU Average revenue per user
All cases Number of support tickets
Churn cases Number of tickets related to churn
Order cases Number of tickets related to orders
Trouble cases Number of tickets related to troubleshooting
Binding 30d Average subscriptions with < 30 days of binding
Binding 90d Average subscriptions with < 90 days of binding
Has binding Average subscriptions that have binding

Requested term. Number of requested subscription terminations

Equation (2) mitigates issues that can occur when, e.g., calcu-
lating the loss by squaring large numbers. Feature distributions
with a very long tail were capped to avoid skewing the
normalization range.

x′ =
x−min(x)

max(x)−min(x)
(2)

C. Constructing the Train and Test Datasets

Each customer is represented as a multivariate time series.
The variables are described in Table I, where the dependent
variable is the number of termination requests. A sliding
window approach was used to extract subsets as described in
Figure 1a. A dataset was created by iterating all customers and
extracting subsets with the target window size. The shape of
the dataset is based on the number of previous weeks included
and the number of variables, i.e. (sequence length and number
of features). The dataset consists of ≈ 8, 000 B2B customers
and results in ≈ 270, 000 time steps.

The dataset has a significant class imbalance between time
frames with and without termination requests. There is a 48 : 1
class ratio between the number of weeks with termination
requests compared to without. As we aim to train a model
to recognize events leading up to termination requests, we
include all positive time frames and then sample an equal
amount of negative time frames using uniform random se-
lection, i.e., under-sampling the negatives. This balanced set
of time frames was shuffled and then split into a train and a
test set using a five-fold cross-validation strategy. A rolling
forecasting origin approach to cross-validation is common
in time series forecasting. However, in this case, such an
approach would not work for two reasons: first, we aim to
classify the time frame, and second, it does not handle the class
imbalance well. Each time frame is treated as an independent
instance. We train the model on the positive and negative
outcomes from all weeks.

1) Special preprocessing for non-sequential models: To
work with the non-sequential models, the dataset was sliced to
only include a single week as the target (one-vs-all), as seen in
Figure 1b. This slicing was performed for weeks one to four
as input and each of the single weeks one to four as targets,
i.e., 16 combinations. The input was flattened as shown in
Figure 2 so that all features are ordered sequentially on the
same dimension. Note that this drastically increases the input
dimensionality when we increase the number of past weeks to
include. The data were not flattened for the sequential model,
and the sequential ordering was maintained.

D. Selected Learning Algorithms

The following learning algorithms have been chosen to be
included in the study because they have performed well on
churn prediction tasks in previous studies. It should be noted
that since we use multivariate data, it is not possible to use
univariate models, such as traditional ARIMA models. All
selected models are mentioned in the bibliometric review by
Bhattacharyya and Dash [8]. Ahmad and Aljoumaa [16] used
similar methods for churn prediction and achieved 93% AUC
using boosting trees. Alboukaey, Joukhadar, and Ghneim [4]
achieved an AUC of 91% using LSTM for churn prediction.
We aim to show how different non-sequential algorithms
perform compared to the sequential GRU model in predicting
churn and the difference in longer forecasting horizons. The
ease of implementation with the scikit-learn framework al-
lowed us to evaluate several classical machine learning models.

Random Forest (RF) [17] is an ensemble classifier consist-
ing of multiple decision trees, where each tree is constructed
from a sub-sample of the training data that under-samples
the features. The hyper-parameters used were number of trees
(500) and maximum depth (5 levels).

Support Vector Machine (SVM) [18], in a binary classifica-
tion problem, tries to find the hyperplane that best separates
the two classes by mapping the variables of the data in several
dimensions. The SVM classifier was configured with a radial
basis function kernel.

Multilayered Perceptron (MLP) [19] is a feed-forward neu-
ral network algorithm. In this study, Adam was used as a solver
for weight optimization together with the ReLU activation
function and two hidden layers of size 128.

Gradient Boosting (GB) [20] uses, similar to RF, a tree-
based ensemble approach for training models. However, while
RF trains the model by building trees in parallel using bagging,
GB instead trains the model by building the trees in sequence
using boosting, where each tree tries to correct the errors made
by the previous tree in the sequence. The hyper-parameters
used were: maximum tree depth of 5, maximum boosting
rounds of 500, a learning rate of 0.01, and a binary logistic
objective.

Gated Recurrent Unit (GRU) [21] has a similar architecture
and performance as Long Short-Term Memory (LSTM) but
consists of fewer parameters, thus making it easier and faster
to train. The model comprises a GRU encoder-only layer
and a fully connected neural network for classification. The
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(a) Sliding window approach over a time series dataset spanning
10 weeks.
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(b) Training slice of four weeks of data while predicting one,
two, or three weeks ahead.

Fig. 1: Dataset creation with a sliding window.

T2

f2

f2

f2

T1

f1

f1

f1

T0 f0

f0

f0

f0T0 f0T1 f0T2 f1T0 f1T1
...

Multivariate time series Flattened array

Fig. 2: Multivariate time series of features (f ) per timestep
(T ) to a flat array.

GRU layer inputs 20 features over 16 timesteps in a batch
of 64 sequences. The cells consist of 256 hidden weights
and 3 unidirectional layers. The final hidden state of the
cell connects to three fully connected layers with Parametric
Rectified Linear Unit (PReLU) activation. Finally, the linear
layers connect to a single output and a Sigmoid activation. All
layers have a dropout of 25%. The network has, in total, just
over one million parameters.

Random Guesser (RG) is a random, uniform classifier that
predicts the possible class labels randomly according to a
uniform distribution. The dummy classifier implementation
from scikit-learn was used [22].

We used the scikit-learn implementation for all algo-
rithms [22], except GRU, which was implemented using
PyTorch [23].

E. Evaluation Metrics

We evaluate our models on a real-world dataset from
a Swedish telecommunication provider. We used Precision,
Recall, and F1-score to measure the performance of our
models [24]. The Precision and Recall are computed according
to [24], and the positive class represents the customers that
churn. Precision is calculated as the fraction of positive
instances that are correctly classified:

Precision =
TP

TP + FP
(3)

where TP is the number of correctly predicted positives, and
FP is the number of false positives. Recall is calculated as the
ratio of the correctly predicted positives by all positives:

Recall =
TP

TP + FN
(4)

where FN is the number of false negatives. The F1-score is
the harmonic mean of the precision and recall [24]:

F1 =
2× TP

2× TP + FP + FN
= 2× Precision ∗Recall

Precison+Recall
(5)

We also evaluate the fairness of the algorithms by mea-
suring the Disparate Impact [25]. Medium-sized customers
with multiple subscriptions and regular churn might have a
disproportional influence on the predictor compared to small
customers with few subscriptions and irregular churn. The
Disparate Impact is computed as the ratio of the proportion of
favorable outcomes for the unprivileged group (i.e., medium-
sized companies) to that of the privileged group (i.e., small
companies), see Equation (6). We used Disparate impact since
the data doesn’t explicitly contain sensitive features [25].

DI =
P (ŷ = 1|X ∈ Unprivileged)

P (ŷ = 1|X ∈ Privileged)
(6)

A value below 1 implies the privileged group benefits, and
a value greater than 1 implies that the unprivileged group
benefits. A value of 1.0 indicates that neither group benefits. In
other domains, the wanted value is often above 0.8, indicating
that the privileged group doesn’t have too large benefits [25].

F. Statistical Tests

Several experiments will be conducted with various formats
of time series data to compare the effects of the added temporal
dimension. The non-parametric Friedman test [26] was used to
investigate whether there were significant differences between
the different temporal resolutions. If statistical differences
were found, p < 0.05, the Nemenyi post-hoc test [27] was
used for pair-wise tests between the candidates to determine
between which there were significant differences.
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G. Explainability

Presented by Lundberg and Lee in 2017 [28], SHapley
Additive exPlanations (SHAP) analysis examines feature con-
tribution to explain a model’s output. The concept is derived
from game theory, specifically from Shapley values, which
assign a fair value to each characteristic according to its
prediction value.

IV. RESULTS

A. Non-Sequential Algorithms

The average F1-score overall folds for each non-sequential
model and combination of weeks are summarized in Figure 3.
Most models gain a small increase in performance if the
number of historical weeks is increased, although the effect
is slight and diminishing. Each model performs better than
the random guesser (RG) one week ahead, but the difference
decreases as the week ahead increases. Using a Random Forest
classifier with three weeks of history and a single week-ahead
prediction gives the best results with an F1-score of 79.3%.
Table II and III present each model’s Precision and Recall
values.

RF and GB perform similarly regarding all three metrics,
Precision, Recall, and F1-score, and they also have similar
standard deviation over folds. GB achieved the highest Preci-
sion metric, 0.836 when predicting one week ahead using two
weeks of training data. Similarly, GB achieved the highest
Recall at 0.739, using three weeks of training data. MLP
performed worse than RF and GB, but most notably, it has
a higher standard deviation across folds. SVM shows decent
recall performance; however, due to its low precision, it
receives an overall low F1-score. Each model shows difficulties
when making forecasts more than a week in advance, e.g., RF
has an F1-score of 0.793, which becomes 0.670, 0.648, and
0.626 for the targeted weeks-ahead of one to four.

B. Gated Recurrent Unit

The GRU network did not outperform the non-sequential
models even with a longer input sequence of 16 past weeks,
i.e., adding a deep neural network did not contribute to finding
long-term churn signals. Table IV shows the results for the
GRU model, which, similarly to the non-sequential models,
shows the best performance when predicting churn one week
ahead (F1-score of 0.749) compared to two, three, and four
weeks ahead (F1-score of 0.571, 0.552, and 0.579). Contrary
to the non-sequential models, GRU shows a more balanced
recall and precision. Beyond forecasts made one week in
advance, the predictive performance quickly decreases and
becomes comparable to the random guesser.

C. Statistical Tests

To ascertain whether the performance difference between
the number of weeks ahead is significant, a Friedman chi-
squared test was used. The results show significant difference,
X2(3) = 22.575, p < 0.05. Therefore, we reject the null
hypothesis and conclude that there is a difference between the
number of future weeks to predict. A Nemenyi post-hoc test

RG SVM MLP GB RF
0

0.2

0.4

0.6

0.8

1

One week ahead

RG SVM MLP GB RF
0

0.2

0.4

0.6

0.8

1

Two weeks ahead

RG SVM MLP GB RF
0

0.2

0.4

0.6

0.8

1

Three weeks ahead

RG SVM MLP GB RF
0

0.2

0.4

0.6

0.8

1

Four weeks ahead

Fig. 3: F1-score for non-sequential models for each week
ahead. Blue, red, beige, and grey bar colors represent 1, 2,
3, and 4 past weeks as input.

was conducted, and the results show a statistically significant
(p < 0.05) difference between one and three weeks ahead
and between one and four weeks ahead. No other statistically
significant difference was found.

D. SHAP

Figure 4 shows a summary plot of the SHAP analysis for
Gradient Boosting. The analysis shows the contribution of
each feature and its value to the outcome. The features are
appended an index from 0 → 3 to indicate the number of
weeks back, as explained in Section III-C1. Figure 4(a) shows
the total number of support cases for the current and previous
week and the number of churn cases for the current week,
which are of high importance for the model. These features are
less important if the predicted ahead horizon is increased from
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TABLE II: Precision per model when predicting different numbers of weeks ahead and training on different numbers of past
weeks. Best performance in bold font.

Week(s)
ahead

Week(s)
back GB MLP RF SVM RG

1

1 .786 (.022) .730 (.054) .814 (.017) .554 (.025) .471 (.000)
2 .836 (.025) .765 (.034) .829 (.046) .546 (.012) .472 (.000)
3 .826 (.030) .789 (.025) .832 (.021) .575 (.008) .478 (.000)
4 .823 (.017) .783 (.016) .819 (.010) .566 (.020) .488 (.001)

2

1 .654 (.017) .664 (.064) .681 (.034) .566 (.005) .465 (.002)
2 .675 (.032) .663 (.014) .701 (.035) .609 (.020) .471 (.000)
3 .641 (.022) .615 (.032) .636 (.040) .567 (.026) .474 (.001)
4 .696 (.025) .619 (.015) .690 (.022) .572 (.004) .478 (.002)

3

1 .624 (.032) .610 (.038) .642 (.029) .570 (.016) .464 (.000)
2 .624 (.017) .595 (.018) .618 (.022) .561 (.013) .464 (.001)
3 .653 (.023) .605 (.027) .647 (.007) .567 (.023) .471 (.000)
4 .619 (.018) .600 (.041) .638 (.020) .553 (.012) .470 (.000)

4

1 .601 (.017) .585 (.066) .613 (.026) .576 (.020) .475 (.002)
2 .629 (.047) .611 (.063) .632 (.033) .561 (.019) .467 (.000)
3 .608 (.027) .595 (.041) .638 (.034) .555 (.019) .464 (.000)
4 .645 (.022) .595 (.021) .645 (.018) .565 (.024) .471 (.000)

TABLE III: Recall per model when predicting different numbers of weeks ahead and training on different numbers of past
weeks. Best performance in bold font.

Week(s)
ahead

Week(s)
back GB MLP RF SVM RG

1

1 .654 (.025) .671 (.057) .624 (.030) .672 (.045) .501 (.001)
2 .710 (.026) .730 (.120) .718 (.022) .606 (.037) .503 (.000)
3 .739 (.036) .690 (.099) .735 (.048) .595 (.066) .507 (.001)
4 .722 (.047) .663 (.106) .719 (.050) .657 (.075) .513 (.001)

2

1 .610 (.034) .514 (.090) .574 (.022) .619 (.069) .493 (.001)
2 .593 (.018) .635 (.062) .584 (.015) .526 (.036) .500 (.001)
3 .582 (.035) .517 (.125) .623 (.055) .664 (.026) .505 (.001)
4 .616 (.009) .669 (.049) .625 (.012) .635 (.044) .507 (.001)

3

1 .611 (.026) .595 (.040) .591 (.025) .617 (.068) .491 (.000)
2 .603 (.053) .555 (.069) .585 (.024) .691 (.024) .492 (.001)
3 .631 (.044) .588 (.120) .649 (.017) .538 (.056) .503 (.001)
4 .587 (.033) .586 (.126) .541 (.028) .665 (.026) .502 (.000)

4

1 .592 (.045) .610 (.064) .584 (.048) .564 (.024) .497 (.001)
2 .616 (.029) .565 (.103) .575 (.034) .599 (.048) .493 (.000)
3 .597 (.035) .554 (.145) .558 (.043) .671 (.037) .493 (.000)
4 .607 (.039) .661 (.058) .571 (.040) .613 (.029) .500 (.001)

TABLE IV: Evaluation metrics for the GRU model.

Week(s)
ahead

Week(s)
back F1-score Precision Recall Random

1 16 0.749 0.749 0.749 0.490
2 16 0.571 0.573 0.572 0.485
3 16 0.552 0.553 0.553 0.485
4 16 0.579 0.579 0.579 0.496

one to four weeks, as presented in Figure 4(b). It is important
to note that this analysis does not explain why these values
are important or the causal relationship.

E. Fairness

As illustrated by Figure 5, the models do not exhibit unfair
treatment of the defined privileged group. On the contrary,
the models tend to favor the unprivileged group. We defined

the privileged group as medium-sized companies and the
unprivileged group as small companies. SVM stands out from
the other models and provides the most equal treatment with
low variation over the different training iterations. However,
as demonstrated earlier, SVM also performs the worst, i.e., its
almost random behavior is likely the reason.

V. DISCUSSION

The multifaceted challenges with churn prediction for B2B
customers are prevalent throughout this study. At the founda-
tion, we have the dynamic definition of churn. A customer can
show tendencies towards churning behavior if, for instance,
they terminate faster than they add new subscriptions. It can
be normal for one customer to request terminations every other
week while it is not for another.

The problem of identifying churning behavior is based on
the assumption that we can observe the behavior directly or
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(a) One week-ahead predictions (b) Four week-ahead predictions

Fig. 4: SHAP summary of the Gradient Boosting classifier.

1 1.2 1.4 1.6 1.8

SVM
MLP

RF
GB

Fig. 5: Ratio of the proportion of favorable outcomes for the
unprivileged over the privileged group.

indirectly from the data. However, many confounding variables
affect the outcome and inhibit the ability to isolate churning
behavior. It is a problem of imperfect information.

Furthermore, customer engagement is nuanced as the de-
sired services and products vary between customers. Churn
modeling is commonly motivated by the high customer ac-
quisition cost compared to retaining existing ones. However,
focusing on cross-selling and up-selling may increase the
lifetime value more than preventing terminations. Terminations
are unavoidable and, to some customers, normal. Identifying
where long-term retention and the expected lifetime value can
be improved might be more beneficial in practice.

A typical B2B telecommunication customer purchases sev-
eral products and services over several months or years. De-
pending on their needs and desires, the engagement and reason
for terminating subscriptions change over time. Forecasting
trends and identifying causal variables that affect the trends
may provide a more robust ranking. Such ranking may identify
customers where retention failure is more likely, which reduces
lifetime value.

The decision to view the customer as the sum of its parts
was grounded in the business structure. Customer analysis
for B2B is generally based on the entire customer base, a
specific segment, or the aggregated engagement of a single
customer. However, this approach limits the ability to draw
more powerful conclusions regarding individual service usage.
For instance, subscriptions with binding rarely register for
termination until the binding period is almost over. Analyzing
the individual parts may also reveal patterns related to the

customers’ changing needs that are difficult to spot from an
aggregated view.

VI. CONCLUSION AND FUTURE WORK

This study investigated the effect of different temporal
resolutions and forecasting horizons for B2B customer churn
predictions. The results indicate that the best predictions are
closer in time than previously assumed. Significant differences
were observed between forecasting horizons, where the best
performance was achieved within one week. Employing deep
learning models with the available data did not resolve this
shortage of long-term linkage between behavioral patterns and
termination requests. The results demonstrate the difficulties of
churn predictions, which increase with the forecasting horizon.

Our experiments show that time series data can identify
behavioral patterns of churning customers, which may allow
a business to make informed decisions regarding anti-churn
targeting. These results may adapt the retention strategies and
allow more proactive interventions. However, it is essential
to note that features relevant to predicting churn may not
be appropriate to reduce churn. Future work should also
investigate the effect of using time series data to predict
customers’ sensitivity to treatments.

Future work may also investigate forecasting as an alterna-
tive solution. If the number of subscriptions is used as a proxy
for churn, a forecasting model may determine the future trend
and thereby identify customers at risk of churn, e.g., using
ARIMA models or transformer models for multivariate time
series forecasting.

To the best of our knowledge, there is no publicly available
multivariate customer churn dataset based on time series, so
we could not compare these results to other research. The
research gap in both time series and the B2B segment for
customer churn made it challenging to find a common baseline
overall. Future work may include the creation of such a public
dataset.
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