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Abstract—Sentiment analysis has become increasingly pivotal
across diverse fields such as politics, marketing, and social
sciences, driven by the profound influence of public opinion on
decision-making processes. This study advances sentiment analy-
sis for Arabic, a language marked by its rich morphological struc-
ture and high surface shape variability, which poses significant
challenges in text analysis. Employing machine learning models
including Recurrent Neural Networks (RNN), Support Vector
Machines (SVM), and Naive Bayes (NB), alongside techniques
like TF-IDF and Word2Vec for text representation, this research
innovatively incorporates a comprehensive root extraction from
the Holy Quran to enhance feature extraction. An extensive
dataset, enriched with an augmented list of 3,000 stopwords,
supports the analysis. Our findings reveal a promising accuracy
of 91% with RNN based on the Word2Vec technique, under-
scoring the effectiveness of integrating deep linguistic features in
improving sentiment analysis for Arabic text.

Index Terms—Arabic language, Standard Arabic Modern
(ASM), sentiment analysis, Machine learning, Text mining, Clas-
sification.

I. INTRODUCTION

In the past few years, the expansion of the internet has
been significantly propelled by the advent of social networks,
which leverage straightforward and universally accessible
communication methods. Platforms such as Twitter, Facebook,
and LinkedIn facilitate social engagement online, catering to
the desires of individuals, enterprises, and organizations to
share insights, solicit advice, and communicate in a swift and
uncomplicated manner. The simplicity and cost-free access to
these social networks have driven their widespread acceptance
among the broader populace.

This surge in popularity has been paralleled by a massive
influx of opinionated data on the web, with a daily production
of 2.5 billion bytes of data. Remarkably, 90% of the world’s
data has been created in just the last few years alone.

Social networks’ increased usage highlights a growing
societal need for information. Typically, individuals are
keen on gathering perspectives from others, unfamiliar to
them, before making decisions or forming judgments. A
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Pew Research Center study reveals that 20% of users on
social networks have revised their stance on issues based
on content encountered online, underscoring the value
of sentiment analysis across various domains, including
marketing, psychology, healthcare, politics, road safety, and
tourism.

Consequently, there is a burgeoning interest in automated
sentiment analysis within both commercial and academic
circles.

Sentiment analysis is intrinsically complex, encompassing
tasks such as detecting subjectivity, assessing polarity and its
intensity, pinpointing the specific entity being discussed along
with its attributes, evaluating the sentiment per attribute,
identifying the sentiment bearer, and analyzing how opinions
about an entity evolve over time. Moreover, the mode through
which opinions are expressed varies, including text, speech,
and multimedia. This paper narrows its focus to the analysis
of textual sentiment polarity.

While sentiment analysis in Indo-European languages,
particularly English, has seen extensive research, studies
on the Arabic language remain sparse due to its linguistic
intricacies. Arabic’s notable features include agglutination and
morphological richness, which complicate word formation
and result in a constrained lexicon. Indeed, Arabic sentences
can sometimes be encapsulated in a single word, underscoring
the language’s complexity.

This study aims to examine the sentiment polarity of
Arabic texts on Twitter, with an emphasis on the language’s
complexity. It navigates through three critical stages: data
preprocessing, which involves cleaning the data, removing
meaningless frequent words, and identifying word roots;
modeling, which employs Word2Vec and TF-IDF models for
transforming text into numerical vectors, alongside machine
learning techniques for analysis and prediction; and finally,
the presentation phase, where the outcomes are showcased.

The structure of this paper is as follows: Section II offers
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a background on the Arabic language. Section III reviews
existing research. The methodology is elaborated in Section
IV. Section V describes the implementation and discusses the
findings via a case study. The paper concludes in Section VI.

II. BACKGROUND

The Arabic language, notable for its right-to-left script
known as the Arabic script, boasts a complex morphology
characterized by the use of roots and patterns to derive varied
meanings. As a Semitic language, Arabic predominantly uti-
lizes triconsonantal roots as the foundation for word formation.
It is also an inflected language, where the form of words alters
to express different grammatical aspects like tense, gender, and
number. Arabic’s alphabet consists of 28 letters, and its lexicon
is extensive, with over 12 million words—surpassing the
vocabularies of languages like English, with 600,000 words,
French, with 150,000 words, and Russian, with 130,000 words
[1]. There are three primary dialects or families within the
Arabic language, each distinguished by unique linguistic traits.
(2]

1) Classical Arabic (CA): it is generally used in religious

writings, namely the Koran: the sacred book of Islam.

2) Modern Standard Arabic (MSA): is the official lan-

guage in Arab countries It is the official language in
the Arab countries and is mainly used in newspapers,
educational books and scientific publications. These
two registers, classical and modern, constitute Standard
Literary Arabic.
3) Dialectal Arabic (DA): used by Arab speakers in

everyday life.

All three variants of Arabic can co-exist in the same utterance.

It is important to note that Classical Arabic is used mainly

in religious contexts, while Modern and Dialectal Arabic are

the most widely used in everyday life today: MSA is used in

formal communication and DA in informal discussion.

A. Structure of the Arabic language

A word in Arabic can be formed from a base (the root)
to which affixes and/or clitics may be added. As far as
affixes are concerned, Arabic distinguishes between prefixes
(agglutinated at the beginning of the base), suffixes (attached
to the end of the base) and infixes (located in the middle of the
base). As for clitics, we distinguish between proclitics located
at the beginning of the word and enclitics located at the end.
Fig.1 shows the general structure of a graphic word in Arabic
[3].

A graphic word or "maximum word" essentially contains :

« A base: which represents the root of the word from which
the agglutination is performed.

e« A minimal word: which corresponds to the inflected
form of the base obtained by the concatenation of prefixes
and suffixes to this base.

« A maximal word : unit decomposable into proclitics,
prefixes, base, suffixes and enclitics. It can also be
analysed in proclitics, minimal word and enclitics.

Proclitic # # Enclitic

I Minimum Word T

i #H
Maximum Word

## : Graphic word boundary

: Weak morpheme boundary

Fig. 1. General structure of a graphic word in the Arabic Language

III. RELATED WORK

Most of the research in the area of sentiment analysis has
been carried out on European (especially English) and Asian
(Japanese and Chinese) languages. However, very little work
has been done on languages that are morphologically rich,
such as Arabic.

A. Difficulties of the Arabic language

The Arabic language is complex to analyse because of the
properties it has.

The following points explain the properties of the Arabic
language and their impact on the analysis process [4].

1) Each country has its own version or dialect of Arabic.
This means that there are different dialects of Arabic
text available online that may contain different mean-
ings. Leading to high complexities when analysing the
sentiments.

Example

o Saudi dialect: (koS e L ol 13 cudy

o Algerian dialect: Gl Sle &UN 9 (i) uiinele

o Tunisian dialect: Li; aiane olisla LoM!

2) The root of Arabic words can have several forms de-
pending on the context.

3) Arabic words have the property of having the same
spelling but with a different meaning depending on their
punctuation. existence of words such as uﬁl can cause
a sentence to have two opposite feelings at the same
time.

Example
. M?\@@«g\gu,&\oﬂ&ggm\
Despite the many difficulties that the Arabic language con-
tains, many challenges in the field of sentiment analysis of this
language have been observed in recent years. In this section,
we mention some works that we will discuss according to the
approach we are dealing with:
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B. Symbolic approach

Elhawary and colleagues were pioneers in creating an opin-
ion lexicon for the Arabic language, aiming to develop a tool
that classifies business stakeholders’ opinions by analyzing
online business reviews in Arabic. They categorized these
reviews as positive, negative, or neutral, starting with a lexicon
comprising over 600 positive, 900 negative, and 100 neutral
words. While their evaluation showed promising precision, the
recall rates were less satisfactory. Yet, their efforts enhanced
local business search experiences in the Arabic-speaking Mid-
dle East.

Abdul-Mageed and associates introduced a novel manually
annotated corpus of Modern Standard Arabic (MSA) along
with a corresponding polarity lexicon. This corpus, consisting
of annotated newswire documents, served as the basis for
developing an automated system for tagging sentiment analysis
in Standard Arabic (SSA). Their research explored the effects
of different preprocessing levels on SSA classification, includ-
ing the extent of stemming needed. They found that integrating
language-specific features into morphological representation
improved classification outcomes, emphasizing the utility of a
polarity lexicon in enhancing performance.

In 2014, Habash and his team developed Ar-SenL, the first
large-scale, publicly accessible sentiment lexicon for Standard
Arabic. This lexicon was crafted using a mix of existing
resources like English SentiWordnet (ESWN), Arabic Word-
Net (AWN), and the Standard Arabic Morphological Analyser
(SAMA). They evaluated two methods for enhancing senti-
ment analysis—utilizing WordNet and English glosses, and
discovered that methods based on English translations yielded
better results than those relying solely on WordNet. Their
findings suggested that the amalgamation of these resources
could significantly boost sentiment analysis efficacy.

C. Digital Approach

Sghaier, M. A et al in [5], proposed an implementation
of a sentiment analysis tool to detect the polarity of opin-
ions from reviews extracted from e-commerce or product
review websites in Arabic. They collected their corpus from
various web resources such as Reviewzat, Jawall23, Jumia,
and others. After annotating the corpus, they developed a
small converter to detect emoticons and tested the impact
of three types of stemmers (Arabic Stemmer, Arabic Light
Stemmer, and Khoja stemmer) to perform the stemming task
for the Arabic language. For classification, they used three
types of algorithms: Support Vector Machines (SVM), Naive
Bayes (NB), and K-nearest neighbor (KPPV). They tested
the performance using cross-validation and percentage split
methods. The authors concluded that the best accuracies were
achieved by using Naive Bayes with a standard corpus plus the
application of Khoja Stemmer or Light Stemmer, which gave
0.946 as precision and 0.939 as recall. Using Support Vector
Machines with either the raw corpus or the corpus plus the
application of Khoja Stemmer or Light Stemmer also gave
0.946 for precision and 0.939 for recall. In [6], DAHOU and
others studied an Arabic Sentiment Classification scheme that

evaluates and detects sentiment polarity from Arabic reviews
and Arabic social media. They explored several architectures
to build a high-quality Arabic word embedding model using
a corpus of 3.4 billion words collected from a web corpus of
10 billion words. Additionally, they provided short, practical,
and empirically informed procedures to investigate Arabic
word embeddings and Convolutional Neural Networks (CNN)
for sentiment classification to evaluate the quality of these
word embeddings. The results demonstrate that performance
improves with data quality, and high-dimensional vectors
perform well on a large corpus. The CNN results for sen-
timent datasets show that initializing word vectors using pre-
trained word embeddings leads to remarkable performance.
They also indicate that a larger dataset generally achieves
better performance in terms of model accuracy. In 2019, Abu
Farha. I et Al in [7] proposed "Mazajak", an online system
for Arabic sentiment analysis. The system is based on a
deep learning model, which provides state-of-the-art results
on many Arabic dialect data sets. After pre-processing the
data, they used the word2vec for text representation as a
learning model, they built a model based on CNN followed
by LSTM. The CNN works as a feature extractor, where it
learns the local patterns within the sentence and provides
representative features. The LSTM works on the extracted
features where the context and word order would be taken
into consideration. In order to examine the effectiveness of
their model they tested it on three different datasets: SemEval
2017, ASTD and ArSAS and compared it with the best existing
reported performance on all three. They found that Mazajak
outperformed all current state-of-the-art models on SemEval
and ASTD. In addition, it achieved high performance on the
ArSAS dataset including average recall and accuracy. In [8],
Salhi D. E et al. presented their work on electronic reputation
(E-reputation) analysis of a mobile operator in Algeria called
"Djezzy" by analyzing its tweets. They conducted their study
in two phases: the first phase involved pre-processing the
tweets by cleaning them and removing noise, resulting in a
set of 1510 tweets, including 840 positive tweets and 670
negative tweets. The second phase focused on detecting the
company’s reputation among Internet users in French, English,
and Arabic languages using Machine Learning techniques and
algorithms such as Logistic Regression and SVM. They found
that both algorithms produced very similar results, with a slight
advantage for SVM. Therefore, they chose SVM to continue
their work to determine Djezzy’s e-reputation compared to
its two competitors in the Algerian market, Ooredoo and
Mobilis. In [9], This paper presents a systematic review of
Arabic Sentiment Analysis (ASA) literature. It aims to support
research, identify future study areas, and ease researchers’
access to relevant works. The review proposes a taxonomy for
sentiment classification methods and highlights limitations in
preprocessing, feature generation, and sentiment classification.
Additionally, it suggests future research directions in both
practical and theoretical aspects of ASA. In [10], Over the
past decade, Arabic content on websites and social media has
grown significantly, offering rich data for sentiment analysis.
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Deep learning, especially recurrent neural networks (RNNs),
has become a promising method for analyzing opinions due
to its effectiveness with unstructured data. While 193 studies
have applied RNNs to English sentiment analysis, only 24
have focused on Arabic sentiment analysis. These studies
vary in focus, model performance, and dataset availability
across dialects. This paper systematically examines the liter-
ature to evaluate and highlight key studies using RNNs for
Arabic sentiment analysis. In [11], Arabic Language Sentiment
Analysis (ALSA) operates across multiple linguistic levels,
including phonetics, morphology, syntax, and semantics, but
these levels often lack synergy. While sentiment analysis has
been widely studied in English and Indo-European languages,
Arabic’s rich rhetorical and implicit meanings present unique
challenges. This paper proposes a comprehensive strategy for
ALSA, analyzing opinions and sentiments across all linguistic
levels. The framework emphasizes the need for an annotated
corpus to better understand Arabic sentences, from phonetics
to rhetorical and metonymic expressions. In [12], This paper
presents a comparative analysis of hyperparameter tuning tech-
niques—Grid Search, Random Search, Bayesian Optimization,
Particle Swarm Optimization (PSO), and Genetic Algorithm
(GA)—to improve the accuracy of six machine learning
classifiers for Arabic sentiment analysis. The classifiers in-
clude Logistic Regression, Ridge Classifier, Support Vector
Machine, Decision Tree, Random Forest, and Naive Bayes.
Sentiment analysis for Arabic, with its complex morphology,
poses challenges. The study evaluates classifier performance
on a custom dataset before and after hyperparameter tuning,
revealing that Support Vector Machine achieved the highest
accuracy of 95.62% using Bayesian Optimization.

D. Hybrid approach

In order to automatically extract opinions from Arabic
documents, Alaa M EL-HALEES presented a combined ap-
proach [13]. They found that using a single method on Arabic
opinion documents produced poor performance, so they used a
combined approach consisting of three methods. Initially, the
lexicon-based method was used to classify as many documents
as possible. The resulting classified documents were then used
as a training set for the maximum entropy method, which
subsequently classified some more documents. Finally, these
documents were used as a training set for the k-nearest method
which ranked the rest of the documents. The authors showed
that with 1143 items containing 8793 Arabic statements, the
system that combines three methods achieved an accuracy
of 80.29%. The results further showed that the recall and
precision of positive documents were better than negative
ones. The authors in [14] proposed an Arabic recommendation
system based on opinion analysis and polarity detection. The
system operates in three phases. In the first phase, articles
are collected and the corpus is manually preprocessed. In the
second phase, features are extracted for the representation
of comments. Finally, in the third phase, the classification
module is implemented and recommendations are generated.
The authors combined the random subspace method and the

support vector machine (SVM) and showed that the results
obtained with the hybrid approach performed well. In [15], the
authors proposed a hybrid approach for sentiment analysis of
Arabic tweets. This approach combines semantic orientation
and machine learning techniques to identify the polarity of
Arabic tweets. The lexical-based classifier is used to classify
the tweets in an unsupervised manner, i.e. it processes the
unlabelled tweets (labeling the training data). The output of
the lexical classifier will be used as training data for the
SVM machine learning classifier. They showed that none of
the individual classifiers, lexical or SVM based, can achieve
the results of this hybrid approach, as this approach improved
the F-measure of the lexical classifier from 5.76% to 84%,
while the accuracy jumped from 16.41% to 84.01%. In their
work, Al-Twairesh and Al developed a hybrid method for
sentiment analysis of tweets for the Saudi dialect. They used
three different classifiers for different levels of classification
and integrated knowledge from a lexicon-based method as
features into the corpus-based method to develop the hybrid
approach. They found that the feature sets extracted from the
AraSenTi lexicon worked best for the classification models
and that other feature sets, such as emoticons, did not show a
clear impact on sentiment classification. Overall, their hybrid
approach showed promising results for sentiment analysis of
Arabic tweets in the Saudi dialect. TABLE I summarises the
related works based on digital and hybrid approaches.j

IV. SENTIMENT ANALYSIS STRATEGY IN ARABIC
LANGUAGE

In this paper, we propose a new and original approach to
. The proposed architecture is divided into four layers. We
start by collecting data (which are comments or tweets) from
Twitter, then we pre-process these tweets, in order to apply
Machine Learning algorithms, at the end we choose the best
algorithm that gives the best results

A. Data collection

Social networks are one of the most important sources of
data, especially opinions or feelings, as it involves a large
number of people expressing their opinions and to express
their opinions and feelings.

Data collection can be carried out using several techniques
and helps the researcher to understand the phenomenon, fact,
or subject he or she is studying. One such technique is web
scraping, which allows a wide variety of data, texts and images
to be scraped in a relatively short time to automatically feed
machine learning models.

1) Web scrapping: Web scraping is a technique for ex-
tracting large amounts of data from websites via a program.
Most of this data is unstructured data in HTML format
which is then converted into structured data in a spreadsheet
or database for use in various applications. The collected
information is exported in a more useful format for the user
(a JSON/CSV/Excel file).
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TABLE I

RELATED WORKS BASED ON DIGITAL AND HYBRID APPROACHES
Authors Approach | Language Algorithm Dataset
Sghaier, M et Al Digital Modern Standard Arabic (MSA) | SVM, NB, RNN Web Form
DAHOU. A Digital Modern Standard Arabic (MSA) | CNN Web Form
Ibrahim. A et Al Digital Arabic dialects CNN with LSTM Twitter
Salhi. D et Al Digital English, French and Arabic SVM, LR, RNN Twitter
Farha, 1. A. et al Digital Arabic Dialects CNN with LSTM SemEval 2017, ASTD, ArS:
Salhi D. E. et al Digital Arabic, French, English Logistic Regression, SVM Twitter (Djezzy operator)
Ghallab, A. et al Digital Modern Standard Arabic (MSA) | Various Sentiment Classification Methods Systematic Review
Alhumoud, S. O. and Al Wazrah, A. A. | Digital Arabic RNN Twitter, Custom Data
EL-HALEES et Al Hybrid Modern Standard Arabic (MSA) | Lexicon-based + Maximum Entropy + KNN | Documents
Ziani. A et Al Hybrid Modern Standard Arabic (MSA) | Random Subspace Method + SVM Articles
ALDAYEL, H et Al Hybrid Saudian Dialects Lexicon-based + SVM Twitter
Al Twairesh. N and Al Hybrid Modern Standard Arabic (MSA) | Lexicon-based + RNN Twitter
EL-HALEES et Al Hybrid Modern Standard Arabic (MSA) | Lexicon-based + Maximum Entropy + KNN | Arabic Documents
Aldayel, H. K. et al Hybrid Arabic Dialects Lexicon-based + SVM Twitter
Al-Twairesh, N. et al Hybrid Saudi Dialect Lexicon-based + SVM Twitter

2) Creating the CSV file: CSV is the acronym for « Coma « Inspect the page and find the data you want to extract:
Separated Values ». The CSV format is a simple text format FIG. 4 shows the html code of the page.

that is used in many contexts where large amounts of data
need to be merged without being directly connected to each
other [16].

3) Example of extracting a CSV file from a website with
web scrarping: To extract data using web scraping, follow
these basic steps:

e Choose the data you want to extract: In our case fig. 2
shows the tweet we want to scrape.

Fig. 4. Html code

b el clla)l ansls & o Extract the data and store it in CSV format: Fig. 5 shows

wey  @kauweb

cruzallue o G4597 3.0 diall fldly Jlaclll dsolzll gy il Jsituwl
Ciceng vl Gohall 10gllg v po il dazo p ez Jluc ] ol dolsy JiSg o bl
dnol> &)37 ple oWl dnols S 2151 LaS el Litall olaill Jruw &I
gtadly 4giailly daglsill SYGal s el

tweets

1
2

3

. G A~ = | S g
' 5

3

7

Fig. 2. Tweet in the web

o Find the URL : Fig. 3 shows the URL of the site to be
scrapped.

the final extracted file.

A

a1y 8o 08 pasll 6,5 ... 6l o8 Blaal duns

Agppd wiesly Ol 0ad Jio Jla 4V wliziell Blad jlo gallis,g

wdlg=dl LY Laicsl gdls, oo anilidy (sewinn 0 Baulos

Fig. 5. Final extracted CSV file

B. Pre-processing

This step is considered one of the most important steps
Fig. 3. URL on the web prior to the learning process, as it extracts only the important
data. It conditions the quality of the models established in data
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TABLE II
LABELING

Label Tweet

Positive | s blall 5 jdly R8sl o Bladl Lo Loy e

Negative Okl Lo o dl das o LU

Mixed | Jlg=¥1 S _anhs I UL e ple K2y o

mining, and allows the cleaned information within the data to
emerge.

1) Cleaning: also known as standardisation process, it
consists in converting the document into a standard format
that is easy to handle. This step is done through a set of steps,
we will use some of them in our system:

o Deleting characters: /,7 ,*,!,. . ..

o Deleting numbers: 2, 5863, 8933 , etc.

e Deletion of words and non-Arabic characters.

e Deletion of @ and URL.

o Deletion of repeated letters.

Example: we consider the following comment from Twitter.

...... Voo lae

When we apply the netoyage function on the previous com-
ment, we will get :

ha o 5 21 S ol

2) Labelling: In order to train Al from data, it is imperative
to label the data beforehand. We assign labels to the data using
various tools. This is what will then allow the computer to
learn to recognise the different categories, and to distinguish
between them. This task does not require any particular
technical skills, but it does require a lot of time. In our case
we will label our dataset with three labels: positive, negative
or mixed.
Example TABLE II shows three tweets, where each is labelled

3) Tokenization: Tokenisation is a process that divides an
input sequence into so-called tokens. We can think of this as a
useful unit for semantic processing. It could take the form of
a word, a sentence, a paragraph, etc. In our case, it takes the
form of a word. We will use tokenisation for the representation
of word integration. Example we have the following cleaned
up tweet :

bor Jof 5 &), G ol
After applying the tokenisation function, we will get the
following result :

L\p.< J.J’a 9 ¢ ébc Huad ¢ wl
4) Elimination of stop words: Stop-words are common

words that have no effect on classification. This step consists
of removing all stop-words by comparing each known word

with the elements of the stop-word list. Fig. 6 shows some
stop words in Arabic language.

Relative Nouns ol el ol ‘g_}“ el
Pronouns AN (E f{\ O
Conjunctive tools -\mj\ Q‘JD‘ Y ‘f 7}
Adverbs of time and uKl\J C)l" J_“ o j)b

| |
(O
place fs e T+

Weekdays and months J@&.\'b @....».\'\ rlﬁ
ke A

Joray) 3,68 S8

22 G cdadl colay¥)

Proper nouns

s alil bl ool s

jf\ el :BL}E loa

Common words

Fig. 6. Some stop words in Arabic language

Example : we consider the following tweet already cleaned
and tokenized.

zx."\.uzl.“.,\.w ‘;5.;” (bt (Bad s zdwzg(u

nt._w\ga.a.]h\!“)q

After applying the stop words elimination function we obtain
this result :

‘ﬁ.’ua.“ A T OIS VTG PR E S IR R :Maé

5) Stemming: Stemming generally refers to the crude
heuristic process of reducing inflected or sometimes derived
words and cutting off their endings in order to retain only
the root of the word. The root need not be identical to
the morphological root of the word; it usually suffits that
related words correspond to the same root. This phase is very
complicated since a word in Arabic can be formed from a base
(the root) to which affixes and/or clitics may be added and it is
very difficult to separate them. Figure FIG. 7 reports the list
of clitics while distinguishing the two classes proclitics and
enclitics [61].

In our case, we will eliminate enclitics like :

gkﬁﬁhééb

and prefixes such as :
SEAVANI
as well as many other proclitics and prefixes in order not to
change the meaning of the word.
Example

We consider the following comment from the already cleaned,
tokenized Twitter which does not contain any empty words:

Koail ¥ L Yoy S| 5] Smmy )
After applying the stemming function we get the following
result :

@‘Y@(@fb&wm..”)
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Clitics Translation Grammatical category
J /Al Defined item
E fw Coordinating conjunction
= i Conjunction of subordination
E Jd Lt Preposition
% o b/ Preposition
° 4 k! Preposition
[ /s/ Future marker particle
T fa/ Question mark
$ iyl 1st person singular relative pronoun
= my/ 1st person singular relative pronoun
d k! 2nd person singular relative (or possessive) pronoun
g’ LS JkmaA/ duel relative (or possessive) pronoun
% ] J/hm/ 3rd person plural masculine relative (or possessive) pronoun
=4 o /hn/ 3rd person plural feminine relative (or possessive) pronoun
& /m/ 2nd person plural masculine relatrve (or possessive) pronoun
o /kn/ 2nd person plural feminine relative (or possessive) pronoun
E Al relative (or possessive) pronoun i the 1st person plural

Fig. 7. Some stop words in Arabic language

C. Creating vectors

Considering that the texts are not formal. Therefore, before
the learning process, they have to be learning process, they
must be converted into numerical vectors which are char-
acterised by their formality. Then the next step is the word
representation process, which will will lead to a set of ready-
to-learn vectors on which we will apply three different models.

1) Word2vec: Word2vec is a natural language processing
technique published in 2013. The word2vec algorithm uses a
neural network model to learn word associations from a large
corpus of text.

2) TF-IDF: TF-IDF (term frequency-inverse document fre-
quency) is a weighting method often used in information
retrieval and in particular in text mining.

3) BERT: BERT stands for "Bidirectional encoder repre-
sentations from transformers". It is a so-called pre-training
language model based on neural networks.

D. Modelling

Once the data is usable, it is finally time to move on to
the modelling stage. In the case where sentiment analysis
consists of determining the polarity of a text, the problem
can be considered as a problem of classification by polarity.
This phase consists of two steps: learning and prediction. The
learning step consists in building a model from a training
corpus (training data). While the prediction step uses the
trained learning model to assign a class (a polarity) to a new
unlabelled twit.

1) Dataset division: Before starting the learning process,
we must first have two databases available. it is therefore
necessary to divide our dataset into 2 parts, the first for training
and the second for testing. The training data should be labeled
to increase the accuracy of algorithms. This part contains 80%
of the initial data.the test data is the remaining 20% of the
initial data.

2) Proposed models: this task relies on machine and/or
deep learning techniques, according to related and existing
work, we propose to apply several algorithms like SVM,
Logistic regression, Naive Bayes, Random Forest, Decision
Tree and Recursive Neural Network.

E. Display of results

once we end application of chosen algorithms, we compare
and display the results of accuracy between them. Fig. 8
illustrates our proposed approach in one schema detailed.

V. RESULTS AND DISCUSSION

After presenting our proposed approach and mentioning its
most important steps. In this section we will show how to
apply them and we will present the most important results
obtained.

A. Information Collection

The recovery of the comments is done on the social network
Twitter by a web scrapping function developed by the authors
of this paper, where we analyzed different pages, and at the
end we recovered more than thirteen thousand tweets between
a negative and positive opinion. After that, we tried to balance
the dataset, Fig.9 shows the exact number of tweets.

B. Pre-processing

To train our model, we first processed our data set by
following these steps:

1) Cleaning: We cleaned up our dataset using our "clean-
ingText" function, which removes non-Arabic characters and
words, repeated letters and extra spaces.

2) Tokenization: We tokenized the dataset using the "tok-
enizingText" function, which we implemented using the "nltk"
library.

3) Elimination of Stop Words: This was a crucial step in
our process, as we aimed to eliminate as many stop words
as possible. To achieve this, we developed an algorithm that
allowed us to efficiently remove a significant number of stop
words. Subsequently, we saved all the removed stop words
in a CSV file, enabling others to utilize this resource in their
own work. The added value of this paper is to create a dataset
for stopwords, where we extracted more than 3000 stopwords
from Holy Quoran. The dataset is published in GitHub.

4) Stemming: we have eliminated suffixes and some pre-
fixes using our "stemmingText" function, so as not to lose
the meaning of the words. Fig. 10 shows the results of the
tweets cleaned after the execution of the different functions
mentioned before. Holy Quoran has more than 77000 words,
it’s very important source of vocabulary, for that we used this
words to extract roots of words, where we have find more than
7000 roots of words. This list is published in GitHub.

C. Classification

Before classifying the feelings in positive or negative class,
we made a vectorization or we applied two methods of extrac-
tion of the attributes which are: the TF-IDF and WORD2VEC.
then we made a division (train-test) on the database into 20%
of the test data, and 80% of the data for the training.
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Fig. 10. DataSet of tweets cleaned

1) Modeling with TFIDF: We applied with this method six
different classifiers (SVM, Logistic Regression (LR), Naive
Bayes (NB), Random Forest (RF), KNN and RNN), we
detail the results obtained in Fig.11. The dimension of these
confusion matrices is 2*2, we have two classes negative and
positive. Row values represent accurate predictions, while
column items are incorrect predictions.

Table 3 contains the details of the experimental results
conducted in our project using the TFIDF and the 6 classifiers
mentioned before to classify feelings into positive and negative
classes.

TABLE III
RESULTS OF ALGORITHMS ACCURACIES USING TF-IDF
Metrics SVM | RNN | LR NB RF | KNN
Accuracy 0.83 0.83 | 0.82 | 0.82 | 0.66 | 0.76
Positive Precision 0.83 0.83 0.82 | 0.83 | 0.67 0.77
Positive Recall 0.82 0.84 | 0.81 | 0.81 | 0.62 | 0.75

Positive F1 Score 0.82 0.83 | 0.81 | 0.82 | 0.65 | 0.76
Negative Precision 0.82 0.84 | 0.81 | 0.81 | 0.65 0.76
Negative Recall 0.83 0.83 | 0.83 | 0.84 | 0.70 | 0.77
Negative F1 Score 0.83 0.83 | 0.82 | 0.82 | 0.67 | 0.76

For the results we obtained with the TF-IDF, we note that
the precision is high in the negative class with the RL classifier
compared to the positive class and the other classifiers with a
value equal to 0.84.

On the other hand we note that the recall is high in the
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Fig. 11. Application of Machine Learning algorithms with TF-IDF

positive and negative class with the same classifier which is
RL compared to the other classifiers with a value equal to 0.84
for both classes.
The F1-score is high in the negative and positive class with the
RL classifier and the negative class with the SVM classifier
compared to the other classifiers with a value equal to 0.83
2) Modeling with WORD2VEC: We now apply
WORD2VEC in the same way of TF-IDF with the six
algorithms mentioned before, Fig.12 shows the confusion
matrices of the different algorithms applied. Table 4 mention
different results of performance measures like accuracy,
Precision, Recall and F1 Score of algorithms applied with
Word2Vec.

TABLE IV
RESULTS OF ALGORITHMS ACCURACIES USING WORD2VEC

Metrics SVM | RNN LR NB RF KNN
Accuracy 0.85 091 | 0.83 | 0.74 | 0.71 0.80
Positive Precision 0.84 090 | 0.83 | 0.81 | 0.71 0.81
Positive Recall 0.86 092 | 0.83 | 0.61 | 0.71 0.78
Positive F1 Score 0.85 091 | 0.83 | 0.70 | 0.71 0.79
Negative Precision | 0.86 092 | 0.83 | 0.69 | 0.71 0.79
Negative Recall 0.84 090 | 0.83 | 0.86 | 0.72 | 0.82
Negative F1 Score 0.85 0.91 0.83 | 0.76 | 0.71 0.80

For the results we obtained with WORD2VEC, we note
that the accuracy is high in the negative class with the RNN
classifier compared to the positive class and other classifiers,
with a value of 0.92.
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Fig. 12. Application of Machine Learning algorithms with WORD2VEC

On the other hand, we note that the recall is high in the
positive class with the same classifier which is RNN, and in
the negative class with the NB classifier compared to the other
classifiers, with a value of 0.91.

The Fl-score is also high in the negative and positive class
with the same classifier which is RNN compared to the other
classifiers, with a value of 0.90.

3) Comparison: According to the results we obtained, we
observed that the best classification was with word2vec using
the RNN classifier.

VI. CONCLUSION

In conclusion, this paper provides a comparative analysis
of digital and hybrid approaches to Arabic sentiment anal-
ysis, focusing on various machine learning algorithms and
hyperparameter tuning techniques. The results demonstrate
that Support Vector Machines (SVM) and Recurrent Neural
Networks (RNN) consistently achieve the highest accuracy
across different datasets. Specifically, SVM achieved 95.62%
accuracy using Bayesian Optimization, while RNN models,
particularly with Word2Vec, achieved up to 91% accuracy.
The hybrid approaches combining lexicon-based methods with
machine learning algorithms like SVM and RNN also per-
formed well, improving classification accuracy by capturing
both explicit and implicit sentiment features.

The results suggest that while deep learning models such as
CNN and RNN are highly effective in handling unstructured
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data, lexicon-based methods still offer valuable performance
boosts, especially when combined in hybrid models. Overall,
the choice of algorithm and tuning method greatly influences
the model’s performance, highlighting the need for careful
selection and optimization in sentiment analysis tasks, par-
ticularly when dealing with the complexities of the Arabic
language and its various dialects
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